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a b s t r a c t

Exploration and production companies in the hydrocarbon industry have every interest in producing
unbiased production forecasts at the time of the investment decision, since it is an intrinsic part of
making oil field development profitable. However, recent results show presence of significant biases in
the uncertainty models which support these decisions. Some important questions which are addressed
in this study are i) whether there are simpler and more robust approaches to forecasting than what is the
practice in this industry today, ii) whether forecasts can be calibrated for bias, and iii) what the con-
sequences are for valuation of investments in new oil fields. In this study, 71 oil fields on the Norwegian
continental shelf with production start between 1995 and 2020 are analyzed. Three robust bias reduction
methods are proposed: a pure reference class forecast and two calibration models for the field operators'
own forecasts. These show that expected production early in the field lifetime must be shifted down and
that the uncertainty range must be expanded. The results are also consistent across field sizes and over
time. The findings in this study demonstrate the need to draw on results in behavioral economics to
improve uncertainty quantification - reference class forecasting is an inexpensive and powerful way to
avoid cognitive biases. An important conclusion is also that the discounted revenue stream from new oil
fields is far more uncertain and has a lower expected value than companies lay to ground.
© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Over the past decades, an abundance of empirical results in
behavioral sciences have shown that individuals, teams and orga-
nizations do not make rational decisions [1]. This is problematic for
the energy industry, since overestimating future benefits and
underestimating uncertainty leads to misinformed investment
decisions and value erosion. Key findings in behavioral economics
show that the inside view by no means guarantees better forecasts
[2], and that cognitive factors have a bigger impact on bias in
forecasts of costs and benefits than the details behind and the
mathematics of the forecasting methods [3,4]. With the ongoing
global energy transition, the importance of pursuing rational and
well-informed investments has not been reduced. Calibration of
systematic, persistent bias is therefore of high importance. Expe-
rience from other fields also indicates that there are significant
NPD, The Norwegian Petro-
O, Plan for development and
l investment decision; CRPS,

r Ltd. This is an open access articl
differences with respect to bias between industries and project
types - for example, ICT projects have more cost upside risk than
road construction projects [3]. One can therefore hypothesize that
the same types of differences exist between different types of en-
ergy projects. Quantifying these biases statistically may help
companies and policy makers to better informed decisions.

It is well-documented that oil and gas projects are subject to
large cost and time overruns ([5e7]). However, there are few re-
sults on benefit shortfalls in individual projects: a study by Nan-
durdikar and Wallace [8] from 2011 shows low production
attainment relative to deterministic production plans, and a recent
article by Bratvold et al. [9] on probabilistic production forecasts on
the Norwegian Continental Shelf (NCS) confirms the presence of
optimism bias and also shows strong evidence of overprecision
bias. There are several studies on aggregated (e.g. global) oil pro-
duction forecasts [10,11], but this is different from forecasts used in
decisionmaking about isolated projects.Well-calibrated, field-level
production forecasts is therefore the most important goal of this
study. There is a long list of known biases which are relevant (e.g.
strategic misrepresentation, the base rate fallacy and political bias)
[1,12], but we focus on mitigating the visible effects, namely opti-
mism bias and overprecision bias [13]. Fig. 1 illustrates these two
forms of bias in the context of probability densities: the expected
e under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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value is too high and the modeled range of possible outcomes is too
narrow.

Hydrocarbon reservoir forecasting typically involves develop-
ment of ensembles of predictive reservoir models which honor a
variety of data (e.g. geological expert knowledge, well logs and
geophysical survey data) [14]. The geospatial distributions of rock
and fluid properties and the multiphase flow response are not
known with certainty, so much of the workforce is devoted to
different aspects of subsurface uncertainty quantification. Sto-
chastic reservoir modeling was first introduced in the 1980s [15]
and many advanced probabilistic modeling techniques have been
developed and put into use since then [16]. A second question
which we address is therefore whether there are other approaches
to forecasting which are both more reliable and less resource-
demanding.

The “ground truth” is the production curve (the subsurface flow
response), which is known only many years after the forecast is
issued. This is a significant difference from other fields, such as
weather forecasting [17] and financial forecasting [18], where
empirical data is plentiful. Statistical and cognitive debiasing
methods have received much attention in different areas of
research [19,20] as well as in popular literature [1,21,22] over the
past decades. For a small data set, as in this study, advanced bias
correction methods are not likely to add much value. Occam's razor
[23] also tells us to buy the simplest model if it is compatible with
the set of observations.

The opposite alternative to the complexity and the details of the
inside view is to take the outside view, simply by looking at how
analogue projects have performed in the past [24]. Although such
reference class forecasting (RCF) may be perceived as a blunt
hammer, Kahneman [1] refers to RCF as “the single most important
piece of advice to increase accuracy in forecasting.” In this study, we
propose two alternatives: i) a reference forecast based only on
production data from abandoned fields; and ii) calibration of the
operators' forecasts with two simple, multiplicative models. The
former is a free-of-charge, zero-skill forecast which serves as a
useful base rate. The latter strikes a balance between the inside and
the outside view, and thus uses some of the skills of the
organization.

This work is a continuation of the study by Bratvold et al. [9], but
includes more data. The data set has been made available by the
Fig. 1. General problem with production forecasts: too optimistic (optimism bias) and
too confident (overprecision bias).
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Norwegian Petroleum Directorate (NPD) under a confidentiality
agreement and is described in Section 2. Section 3 concerns the
metrics andmethods used to assess forecast quality and to calibrate
the forecasts. Results, conclusions and a discussion about the con-
sequences for the hydrocarbon industry follow in Sections 4, 5 and
6, respectively.

2. NCS data

A total of 125 oil and gas fields, all offshore, have been approved
for production on the NCS between 1972 and 2021 [25]. However,
much more than 125 investment decisions have been made on the
NCS: a decision to develop a deposit which is close to existing fa-
cilities and which is within an existing license area can allow for an
exemption to submit a detailed plan for development and opera-
tion (PDO) to the authorities. Additionally, a field which is already
in production is subject to continuous re-investment. Thus, satellite
developments and investment decisions in mature fields are not
included in this data set. As of early 2022, 94 fields were in pro-
duction and 6 fields had been approved [25]. Included in our data
are also two fields which have previously been abandoned and
where new PDOs have been submitted (Yme and Tor). A rush of
new projects and old fields being redeveloped is expected on the
NCS in the near future, due to a new and favorable tax regime
introduced in Norway in 2020.

Operators must submit forecasts to the authorities for the
annual revised national budget (RNB) from the time of the invest-
ment decision until field abandonment. Neither the PDO nor the
field-level RNB forecasts are publicly available, but the RNB fore-
casts have beenmade available by the NPD under conditions of field
and operator anonymity. Since this study has been sponsored by
Equinor, the largest operator on the NCS, it has also been possible to
compare many of the internal PDO forecasts with RNB forecasts. In
almost all cases, there was perfect agreement between the two, so
an underlying assumption of the study is that the field level RNB
forecast which is closest in time to each project sanction date is the
same as the PDO forecast. However, it has not been possible to
include all new fields since 1995 in the analysis. The requirements
are described in the next section.

2.1. Requirements for inclusion in study

Since themid-1990s, forecasts submitted to the authorities have
been required to include a “low”, mean and “high” prognosis for oil
and gas production. In this study, only the oil forecasts are
considered, since this hydrocarbon fraction is usually more valu-
able than gas and is produced first. Furthermore, only forecasts and
production from the second year onwards are compared, since
forecasted production start in the data set is reported by calendar
year and not by month: in general, the actual production start
month does not coincide with forecasted production start month.
Thus, it is not always meaningful to compare production year 1
(PY1) with forecasted production year 1 (FY1) - if forecasted pro-
duction start is in January and production starts in November,
production attainment becomes artificially low. However, after two
calendar years of production, this discrepancy is less important.
Fields were included in this study subject to the following
requirements:

� Year one of the field's production history is between 1995 and
2020, since the first forecasts in the data set are from 1995 (i.e.
PY2 in 1996 or later).

� A triplet of production forecasts with either cumulative pro-
duction rates, annual production rates, or both. The time series
represent the 10th percentile (F10), the expected value (Fm) and



Table 1
Size of data set by number of years with production history and valid forecasts.

Production year 2 3 4 5 6 7 8 9 10
Number of fields 71 69 66 64 55 50 44 42 37
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the 90th percentile (F90) of the forecast density for each pro-
duction year.

� For a few cases where cumulative forecasts were not available,
these were computed based on the annual rates. See Section
Appendix A.1 in the appendix for further details.

� Valid forecasts. By “valid”, we mean 0� F10 < Fm < F90. In theory,
the expected value may cross F10 or F90, but this would imply
very fat tailed distributions and is not deemed realistic.

� Minimum two calendar years of oil production or field aban-
donment without any successful production (two cases, where
we set zero oil production for the first five years).

Table 1 shows the size of the data set as a function of the number
of years of production. In the study by Bratvold et al. [9] in 2020,
only 32 fields were included in PY4. Here, an effort was made to
include forecasts which were previously discarded due to misprints
and errors, and more recent data from the last two years are also
included, so there are now twice as much data.

The central forecast that has been reported to the authorities has
always been meant to be the expectation, and the low and high
profiles are suggested to represent 10% and 90% probability,
respectively, that the recovered volume falls short of a certain value
[26]. At the end of 2020, 24 exploration and production companies
were listed as operators and another 13 as partners on the NCS -
and there are necessarily differences between organizations in how
the guidelines are interpreted. A stochastic approach to reservoir
modeling with ensembles of 3D models of the subsurface was
introduced in the early 1980s [15], but some operators have prob-
ably also worked with less advanced workflows in the 1990s.
Fig. 2. Volume weighted/total production attainment and median normalized pro-
duction attainment with respect to the F10, Fm and F90 forecasts.
2.2. Production forecasts are still optimistic and overconfident

This study includes more data than the work of Bratvold et al.
[9], so it is of interest to compare some of the results. First, we
consider measuring production attainment either by computing
the volumeweighted ratio or as the median normalized attainment
ratio. Thus, in the former case, large fields are weighted by volume,
and in the latter case, all fields have equal importance. The volume
weighted ratios of cumulative production P to the forecasts {F10, Fm,
F90} for n fields after production year y are

rvwF10;y ¼
Xn

i¼1
Pi;yXn

i¼1
F10;i;y

rvwFm;y ¼
Xn

i¼1
Pi;yXn

i¼1
Fm;i;y

rvwF90;y ¼
Xn

i¼1
Pi;yXn

i¼1
F90;i;y

(1)

whereas the median normalized ratios are

rnormF10;y ¼ Med

 (
P1;y

F10;1;y
; ::;

Pn;y
F10;n;y

)!

rnormFm;y ¼ Med

 (
P1;y
Fm;1;y

; ::;
Pn;y
Fm;n;y

)!

rnormF90;y ¼ Med

 (
P1;y

F90;1;y
; ::;

Pn;y
F90;n;y

)!
(2)

Fig. 2 shows the volume weighted ratios and the normalized
ratios against time. Clearly, volume weighting does not seem to
3

matter much - the degree of optimism bias is about the same, and it
cancels out around PY10. But after 10 years of production, fields
with disappointing results have been abandoned and large addi-
tional investments have been made in well-performing fields. If we
consider only the first five years, the shortfall is around 20%. The
distribution after PY4 is shown in Fig. 3: almost 70% of the fields
have delivered less oil than expected. Practically all of these pro-
jects can be considered as megaprojects (defined as capital
expenditure on the order of 1 billion USD or more, multiple private
and public stakeholders being involved and a project over many
years [3]), so the analysis is restricted to the normalized data in the
rest of the paper - each investment decision is highly important.

To adjust for optimism bias, each forecast triplet is shifted down
by a term di,y which uses the average normalized attainment ratio
rnormFm ;y

in Eq. (2):

di;y ¼ Fm;i;yð1� rnormFm;y Þ (3)

Fig. 4 shows performance statistics for PY2-PY10, with and
without such adjustment:

� Optimism bias, as measured by the deviation of the average
attainment factor from 1.0, is significant in the first years of
production. These numbers are in agreement with the study by
Nandurdikar and Wallace [8] from 2011, who found an attain-
ment ratio of about 80% after PY4. Additionally, the fraction of
outcomes below P10 is almost 60% after PY2 and about 40% after
PY4. From the point of view of the operators, these results are
slightly better than those of Bratvold et al. [9], but still not very
encouraging.

� Overprecision bias, as measured by the surplus of outcomes
outside the F10� F90 range is seen to persist over time. Strikingly,
this fraction is almost exactly the same whether we adjust for
optimism bias or not. When the optimism bias is adjusted for,
the outcomes above F90 increase by the same amount as the
decrease in outcomes below F10. After PY2, less than 30% of



Fig. 3. Ratio of cumulative production to mean cumulative forecast for individual
fields after PY4. The CDF is computed by kernel density estimation.
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outcomes are within the F10 � F90 range, and this share stays
more or less constant at around 50% between PY4 and PY10.
Additionally, the number of fields with cumulative production
below F10 never falls below 25% during the first 10 years.

A question of interest is alsowhether bias has changed over time.
Consider the plot of attainment ratio versus FID year in Fig. 5, still
after four years of production. Two regression models are shown:
ordinary least squares and support vector regression [27]. The latter
is less sensitive to outliers than the former. However, both models
indicate a worsening trend over the past three decades.
Fig. 4. Statistics for uncalibrated forecasts against production years with and without adjus
over the mean cumulative forecast.
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3. Metrics and methods

The primary objective in this study is to find calibration models
which can be applied to field-level oil production forecasts. It is
therefore necessary to define what we mean by a well-calibrated
forecast. Benchmarking and evaluation of forecast performance
must vary with the type of forecast and outcome data. There are
many types of probabilistic forecasts, for example:

� Point forecasts: the outcome is a random binary variable and the
forecast is the probability of one or the other occurring (pre-
cipitation/no precipitation, increase/decrease etc.).

� Interval forecasts: the outcome is a random continuous variable
and the forecast is a lower and an upper bound.

� Percentile forecasts: the outcome is a random continuous vari-
able and the forecast is a set of percentiles.

� Density forecasts: the outcome is a random continuous variable
and the forecast is a probability density function [28].

Accuracy metrics for probabilistic forecasts in general are
referred to as scoring rules [29]. Proper scoring rules are such that
the score is maximized when the forecast density F is the same as
the actual density G of the random variable being modeled [30].
There exist many possible scoring rules for probabilistic forecasts
[29], and a full review will not be given here. Each forecast consists
of two percentiles and the expected value per production year, so it
is possible to frame it as an interval forecast. But companies usually
spend most resources on developing a “base” or “expected” case.
Density forecasts are often used when skewness and tails are of
high importance, such as in finance, economics and weather fore-
casting [31,32]. Considering the financial stakes involved in devel-
opment of oil and gas fields, it seems like density forecasts would
also be useful. Workflows in production forecasting often, but not
always, involve development of ensembles of possible 3Dmodels of
tment for optimism bias. The attainment factor is computed as cumulative production



Fig. 5. Attainment ratio after four calendar years of production versus FID year. The
marker size is proportional to the square root of the original reserves in place.
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the subsurface (100 or more) and subsequent simulation of fluid
flow. In the view of these authors, it is therefore reasonable to
assess forecast quality with density forecast metrics. Since the
output of the flow simulations is not available to us, we fit a
probability density to the three statistics which are reported. The
metalog distribution [33] is used for this purpose (details in Ap-
pendix A.3). In the analysis of forecast performance, we focus on
two types of bias, as described in Section 2.1:

� Optimism bias: the ratio of actual production to the mean
forecast should be close to one, on average. If this is not the case,
the forecaster is either systematically optimistic or pessimistic
in her predictions.

� Overprecision bias: The outcome range should match the fore-
cast percentiles. If a much higher percentage of outcomes than
20% fall outside the F10-F90 interval, the forecaster is overprecise
[13]. To distinguish between optimism and overprecision biases,
we show results both with and without adjusting for the former.

If the above requirements are satisfied, it is also a goal to
maximize the sharpness [29] (or what is referred to as the refine-
ment by Winkler and Murphy [30]) of the forecast density. The
continuous ranked probability score (CRPS) [32] is a strictly proper
scoring rule which assigns weight to both calibration and sharp-
ness. We use several metrics for performance assessment, since
they convey somewhat different information.
3.1. Percentile statistics

The percentile forecasts allow for some straightforward sanity
checks: does the observed frequency distribution match up with
the forecast? Do approximately 10% of the outcomes fall below F10
and 10% above F90? Fig. 4 shows these statistics, in addition to the
mean attainment factor, for the uncalibrated data. These are simple
but important tests of forecast quality.
Fig. 6. Example normalized production profile.
3.2. Skill score

In atmospheric science, the so-called skill score [30,31] is used to
measure forecast quality Sf relative to a reference forecast Sref and a
hypothetical, optimal forecast Sopt [29]:
5

SS ¼ Sref � Sf

Sref � Sopt
: (4)

For this study, we use we use a modified version of the CRPS as
the forecast score S, described in Appendix A.2. Scale independence
is needed because the absolute numbers vary considerably with
field size. The optimal S is zero (higher scores are worse), so based
on Equation (4), we can deduce that the best possible skill score is 1.
A “zero skill” forecast results in a skill score of 0, and forecasts
which are worse than the reference forecasts yield negative skill
scores. The optimal forecast in Equation (4) is simply set to zero.
What is a reasonable reference forecast for future oil production?
For a temperature forecast, the reference could be the climatic
mean with a standard confidence interval. But oil production
forecasts differ with respect to weather forecasts and forecasts of
stock prices. The latter areas often have tens of thousands of
empirical data points available [17], whereas there is only one cu-
mulative production curve for an oil field.
3.3. Reference forecast

To establish the reference forecast, we use the production his-
tory from fields on the NCS which have been abandoned, which
have produced more than 0.5 million Sm3 of oil and where the
entire production curve is known. Each curve is normalized to a
time interval of [0, 1] and scaled so that the area under the curve
integrates to one (Fig. 6). There are 19 such fields, so we get 19
empirical production profiles {f1, f2,…, f19}. Linear regression is used
to estimate the expected number of production years until aban-
donment as a function of total produced volume. The expected
ultimate recovered volume at the time of the FID is used as a pre-
dictor variable. Subsequently, a reference forecast for a particular
field is found by:

1. Computing weights w1, w2, …, w19 based on a Gaussian distri-
bution, such that the weights sum to one. The fields which are
closest in rank order by field size are given more weight. The
underlying assumption is that time to plateau production and
tail production varies with the size of the field.

2. Scaling production time to match the expected number of pro-
duction years from the linear regression model.



Fig. 7. Discounted volume stream (annual discount rate of 8%) for the first four years of
production to the time of the FID, relative to the forecast volumes. The box shows the
central quartiles and the whiskers show the 5e95 percentile range of the ratios.
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3. Scaling the cumulative reference rate to match the expected
recovered volume Vf: fref ¼ Vf

Pn
i¼1wifi

Thus, the shape of the reference forecast is a function of the total
expected volume to be produced from a field, but requires no input
or expertise other than using empirical data. An example normal-
ized production profile

Pn
i¼1wifi is shown in 6. To compute the

reference F10 and F90 profiles, constant factors of 0.4 and 1.6,
respectively, are used for the cumulative reference forecast. An
example of a reference forecast triplet is shown in Section 4.1.

3.4. Calibration models

The results of Bratvold et al. [9] and the additional data pre-
sented above provide a convincing argument for attributing more
weight to the external view through RCF. In a survey paper, Zellner
et al. [34] discuss human generated forecasts, data-driven forecasts
and combination methods of these two. They find that neither
approach is always better than the other - it depends, among other
things, on the quality and the representativeness of the data.
Because of the heterogeneous nature of oil fields, it seems like a
good idea to strike a balance between the inside view and the
outside view for production forecasts. A possible approach is to
adjust operator forecasts based on empirical data from other fields'
performance. Two such calibration models are proposed below.

3.4.1. Calibration using only the mean forecast
Because of the time, resources and expert knowledge needed to

develop ensembles of possible subsurface models, most resources
are usually spent on developing a “base case” [35]. Sometimes, the
low and high value scenarios only have slightly different geological
facies and petrophysical properties. One possible hypothesis is
therefore that most of the statistical information is in the expected
production curve, Fm, and that the F10 and F90 forecasts do not add
significant value. The simplest possible calibration model may
therefore be to find three factors {am, bm, cm} for themean, such that
the debiased RCF triplet fF*10; F*m; F*90g becomes:

F*10 ¼ aMFm
F*m ¼ bMFm
F*90 ¼ cMFm

(5)

3.4.2. Calibration of the forecast triplet
There should be more information in the forecast triplet {F10, Fm,

F90} than in only the statistical mean. Oil companies have the
expertise to include awide array of geological scenarios to compute
realistic uncertainty estimates of the reservoir flow response. A
possible calibration model which uses the forecast triplet is:

F*10 ¼ aTF10
F*m ¼ bTFm
F*90 ¼ cTF90;

(6)

where again fF*10; F*m; F*90g is the debiased forecast and the three
calibration factors are {aT, bT, cT}.

3.4.3. Optimization of calibration factors
An objective function is needed to compute the factors in

Equations (5) and (6). The simplest objective function may be to
calibrate the forecasts so that the triplet statistics match what they
are supposed to represent, namely the expected value and two
6

percentiles:

1. Compute the normalized attainment ratios for production year y
and estimate the adjustment factor bT,y ¼ bM,y so that the
expectation of the calibrated ratios is 1.

2. Round 0.1 of the sample size in year y to the nearest integer, e.g.
to 5, and compute aM,y, aT,y, cM,y and cT,y so that the number of
outcomes below F10 and above F90 match this number.

These steps are repeated independently for each year of pro-
duction history. The results shown in Section 4 are the tenfold
cross-validation test results. Confidence intervals for the parame-
ters are obtained by bootstrap sampling.
4. Results

Shortfalls in production have a big impact on project valuation.
In an investment case, one usually makes some assumptions about
future market prices of hydrocarbons, but it is also possible to
compute the discounted volume stream without converting to
monetary value. Fig. 7 shows the distributions of discounted vol-
ume streams after PY4 relative to the forecasts. For example, if
there are two years between the investment decision and fore-
casted production start, mean forecasted production for FY1-FY4 is
{1, 2, 7, 5} and actual production is {0.1, 1.5, 3, 6}, then discounted
volume is 10.3 in the former case, 7.06 in the latter case and the
ratio is 0.69. Production start is aligned with forecasted production
start: delays in production start delays are not included, so the
observed shortfalls are mainly due to poor understanding of the
subsurface. Median discounted produced volume is below 3/4 of
the discounted mean forecast, while F10 looks like an unbiased
forecast. Although fluctuations in hydrocarbon prices can help
mask such production shortfalls, the impact on project valuation is
clear. These data span 25 years and several major oil producers, so
the results can be assumed to be representative of the general
status in the oil industry. The results of applying the reference
forecast and the two calibration models follow.
4.1. Reference forecast

Fig. 8 shows an example operator forecast for a field in the data



Fig. 8. Example operator forecast and reference forecast for an oil field in this study.
The factors for the F10 and the F90 forecast are set to 0.4 and 1.4 of the mean,
respectively.
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set and the corresponding reference forecast triplet. The reference
F10 and F90 forecasts are simply Fref multiplied by 0.4 and 1.6. Most
frequently, the result is a lower mean forecast and a wider F10-F90
range than in the operator forecast. Performance statistics are
shown below, along with the two calibration models.
Fig. 9. 90% confidence interval for the calibration factors aM, bM, cM in Equation (5) and
aT, bT, cT in Equation (6).
4.2. Calibrating for optimism and overprecision bias

The first model, in Equation (5), is used to find a calibrated
forecast triplet based on the mean forecast only. The calibration
factors are random variables, so a confidence interval can be esti-
mated by bootstrap sampling from the data set. Fig. 9 shows the
90% confidence interval for these factors when optimism and
overprecision biases are accounted for simultaneously. Expected
cumulative production needs to be multiplied by a factor bM of
[0.7e0.9] between production years 2 and 5. In the same period, the
factor for F10, aM, is around 0.3, and the F90 factor, cM, is between 1.1
and 1.3. After 10 production years, the expected production volume
is more or less on target, and both aM and cM have increased (but for
most fields, this is after significant additional investments).

The underlying assumption of the second calibration model, in
Equation (6), is that the F10 and F90 forecasts carry useful infor-
mation, and that despite being biased, their inclusion would
improve performance. These calibration factors are also shown in
Fig. 9. Only aT and cT differ from aM and cM; bT is the same as bM. We
see that the operators' F10 forecast is more than twice too high in
FY5, whereas the F90 forecast is on the low side in the first years of
production, but is quite unbiased in FY3-FY6. In summary,

� the calibrated expected cumulative production F*m needs to be
adjusted down relative to Fm;

� the calibrated F*10 is lower than F10;

� the calibrated F*90 is slightly higher than F90.

The data in Fig. 9 are also found in Table B.3. The aM and cM
factors indicate that the natural distribution of production
7

outcomes is skewed: in FY4, F*m is two times closer to F*90 on average

than to F*10. This skewness is also observed in the original forecasts,
and may be due to the limitations of production equipment, valves
and topside installations.

If we adjust for optimism bias in a first step, as in Section 2.2, the
overprecision bias is also seenmore explicitly. The forecast triplet is
shifted down by the difference d ¼ FM*(1 � b) before computing a
and c. If therewas only presence of optimism bias and no significant
overprecision bias, aT and cT should be close to 1. However, Fig. 10
shows that aT and cT are both shifted up relative to Fig. 9. The
original forecast range F90 � F10 is much too narrow and must be
widened significantly.

These results show (at least) two things: optimism bias, as
measured by the deviation of bM and bT from 1.0, and overprecision
bias, as measured by (cT � aT) > 0 after adjustment for optimism
bias, are statistically significant over time.



Fig. 10. 90% confidence interval for the calibration factors aM, bM, cM in Equation (5)
and aT, bT, cT in Equation (6) after splitting the calibration into optimism and over-
precision bias. Thus, the factors aM, cM, aT and cT are computed after adjusting the
forecast density for optimism bias.
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4.3. The test results have all the hallmarks of well-calibrated
forecasts

To assess the performance of a prediction model, it is necessary
to test on out-of-sample data. Therefore, all results shown here are
based on tenfold cross-validation [27] (10% test data in each fold).
The simplest, but very informative, tests of calibration performance
are perhaps the attainment ratio and the percentile statistics
(Section 3.1). From Fig. 11, it is clear that both forms of bias are
reduced significantly relative to the original forecasts in all cases.
The reference forecasts perform much better than the operator
forecasts with respect to optimism bias: average cumulative pro-
duction relative to the reference mean is almost equal to 1. This is
despite the reference forecast being based on production profiles of
fields on the NCS which mostly started producing before 1995. Due
to technological improvement over the past decades, one might
expect there to be some discrepancies, but that is not the case. For
8

the two calibration models of the operator forecast, optimism bias,
as measured by average production attainment, is eliminated in the
cross-validation results. The overprecision bias is also completely
eliminated both for the reference forecast and for the calibrated
forecasts.

While the three statistics are quite informative on their own,
fitting a metalog CDF to each forecast allows for more analyses.
Fig. 12 shows the outcome percentiles against the sorted plotting
probabilities [36]. A well-calibrated forecast should lie approxi-
mately on the diagonal line. Here, low percentiles are strongly
overrepresented in the operator forecasts, i.e. the data are seen to
fall far under the 45-degree line for production years 2e5. There are
also disproportionately many outcomes with zero cumulative
probability. But again, we observe a slight improvement over time
(compare PY5 with PY2), as the sample distribution gets a bit closer
to the theoretical distribution. However, both the reference forecast
and the calibrated forecasts are seen to be very close to the 45-
degree line, a clear sign of unbiasedness. This can also be tested
more rigorously: the inverse cumulative probabilities should follow
a uniform distribution. Table 2 shows the results of a Kolmogorov-
Smirnov test of uniformity. For the uncalibrated forecasts, the null
hypothesis can be firmly rejected. For the reference, the mean
calibrated and the triplet calibrated forecasts, it cannot.
4.4. Splits by year and field size

To challenge the propositions that forecasts have improved over
time and that field size has an influence on forecast quality, one can
test how calibrated forecasts perform across splits by field features.
Instead of random splits into training and test data, we split the
data by production start year and field reserves. In Fig. 13, fields
with production start in the period 1995e2013 are used as training
data (about 70% of the data set) and the resultingmodel is tested on
fields with production start after 2013. Average production
attainment is seen to be well below 1 also for the calibrated fore-
casts, whereas overprecision bias has been reduced significantly.
However, the fraction of outcomes below F*10 is overrepresented
with respect to both the reference forecast and the calibrated
forecasts. The reference forecast is based on fields outside the data
set with production start prior to 1995. The results in Fig. 13, like
those in Fig. 5, indicate that optimism bias has been even stronger
in the last decade than at any time before on the NCS.

In Fig. 14, the split is between “small” fields (70%) and large
fields (30%). Here, the reference forecast is slightly too pessimistic,
whereas the calibration methods perform very well. Although the
larger fields perform about 10% better than expected after pro-
duction years 2 and 3, this discrepancy is gone at the end of pro-
duction years 4 and 5. Furthermore, the calibrated F*10 and F*90 show
no signs of overprecision bias in the same period.

What do these results tell us? Well scheduling, project organi-
zation, improvements in seismic imaging over time and technolog-
ical advances are factors which should have an impact on forecast
quality and time to reach plateau production. But the reference
forecast represents empirical production data dating several de-
cades back, and the training data for the calibration models are
separate from the test data. The calibration factors indicate that bias
has certainly not been reduced over time, but if anything, worsened:
calibration models trained on forecasts from the 1990s seem to be
too optimistic for present-day investment decisions. Furthermore,
small fields seem to be quite representative of optimism and over-
precision bias in forecasts for large fields. Hence bias seems to be
remarkably consistent across field sizes and persistent over time.



Fig. 11. Cross-validation test performance statistics for the calibrated forecasts versus uncalibrated statistics.

Fig. 12. Sample cumulative probability against theoretical plotting probability.
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4.5. Do the F10 and F90 forecasts add value?

In the results above, all three RCFs show clearly improved per-
formance relative to the operator forecasts. Since the triplet cali-
bration incorporates more expert knowledge from the original
9

forecast, one should also expect it to perform better. Judging by the
results above, it is hard to claim that it does. The skill score in
Equation (4) compares performance relative to the reference fore-
cast. The underlying metric penalizes both distance to the outcome
and the width of the forecast (see Equation (A.3)). The skill scores



Table 2
Kolmogorov-Smirnov probabilities of uniformity of the inverse cumulative probabilities of the test samples.

Fig. 13. Results of testing on recently developed fields with PY1 in the period 2014e2020 (30% of the data). Training is performed on fields with PY1 the period 1995e2013 (70% of
the data).
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for these forecasts are shown in Fig. 15. The uncalibrated skill score
remains negative throughout, i.e. they perform worse than the
reference forecasts. However, the overall forecast quality is seen to
be especially poor in the first part of the field lifetime. On the other
hand, the two calibration methods show almost identical perfor-
mance, and both are just slightly better than the “no-skill” refer-
ence forecast. The sample probability plots in Fig. 12 and the
performance statistics in Fig. 11 also show no significant differ-
ences. Clearly, using the triplet instead of just the mean as input to
these calibration models does not seem to improve forecast quality
by much, if anything at all.
5. Conclusions

In this study, data from 71 fields on the NCS are used to confirm
and solidify the findings of Bratvold et al. [9] that oil production
10
forecasts provided by the operators at the time of the final in-
vestment decision are strongly biased. We align production history
with the forecasts in time, so the observed biases aremainly a result
of poor subsurface uncertainty quantification. Including the pro-
duction start delays in the analysis, where there is also strong
presence of optimism bias, would make the calibration needed
even higher than the results of this study indicate.

The results indicate that the least complicated approach, namely
reference class forecasts based only on empirical data, by far out-
performs the extremely resource-demanding forecasting methods
used in industry. Considering the amount of expertise and money
which is spent on this purpose, this is a somewhat dispiriting
finding. But it should at the very least serve as a useful benchmark
for decision makers.

The calibration models proposed in Section 3.4 also show
impeccable cross-validated performance relative to the



Fig. 14. Results of testing on fields with estimated reserves of 21e400 million Sm3 (30% of the data). Training is performed on fields with estimated oil reserves of 0e20 million Sm3

(70% of the data) at the time of the FID.

Fig. 15. Cross-validation test skill score against production history. Only a positive skill
score is better than the “zero skill” reference forecast.
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uncalibrated forecasts. These models strike a balance between the
“inside” and the “outside” view. However, the improvement is
marginal relative to the reference forecast, and calibrating the
operator forecast triplet does not improve performance relative to
only using the operator mean forecast. Thus, it seems like there is a
limit to how much of the expert knowledge and inside information
that is actually useful. The great advantage of RCF is that it is an
approach based on past results, and can hence be expected to be
free of both unconscious and conscious forms of bias. Taking an
outside view for investment in green fields can be expected to
contribute to significant bias reduction for future decision-making.
11
6. Discussion

The consequences of these results for the hydrocarbon industry
are clear: expected production is lower and the uncertainty is much
higher in new oil fields than exploration and production companies
believe when they approve the investments. Both project
complexity, scope changes, technological uncertainty, drilling de-
lays, and unexpected geological features are often listed as causes
of production shortfalls. There are probably valid cause and effect
relationships here, but the root cause is the fact that project plan-
ners systematically underestimate or ignore such risks [3].

The disadvantage of optimism bias with respect to production
rates is obvious: since annual discount factors of 8e10% on in-
vestments are the norm, the present value of future revenue
streams from oil fields is significantly lower thanwhat most oil and
gas companies assume (see Fig. 7). But overprecision bias is also
costly. While production over P90 may seem beneficial, there are
topside constraints (pipes, valves, processing capability etc.) which
limit production. Production capacity is costly, so field operators do
not pay for equipment, dimensions and installations they do not
believe they will need. Thus, overprecision in forecasts leads to
significant value erosion. If the probabilistic forecasts had been
unbiased and well calibrated, different projects or different con-
cepts for the selected projects would have been chosen.

Tversky and Kahneman [37] argue that decision makers and
forecasters fall victim to what they called the planning fallacy. The
result is a tendency to overlook the potential for mistakes and
miscalculations, leading to optimistic and overconfident forecasts.
Lovallo and Kahneman [4] demonstrate that these biases are often
the result of an inside view in forecasting: forecasters have a strong
tendency to consider projects as unique and thus focus on the
particulars of case at hand when forecasting. Adopting an outside
view has been shown to reduce delusions.

A more cynical view is that deliberate choices may be an
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important root cause. People compete for funding, positions and
attention. For megaprojects like oil and gas fields, forecasters and
decision makers will often have moved on before production start,
and may not be held accountable for historical bias. Flyvbjerg [12]
argues that behavioral economics itself suffers from a “psychology
bias” and proposes strategic misrepresentation as the number one
form of bias in project management.

The conclusion from this study is not that probabilistic fore-
casting does not work and should be abandoned. We also fully
realize that the RCF methods proposed here are deeply unsatis-
factory to most geoscientists and subsurface engineers. Rather, the
argument is that the current approach, with a focus of developing
ever more sophisticated methods for quantifying uncertainty in
future production, is not the right approach. The weather fore-
casting industry serves as a useful contrast, with a focus on tracking
performance of their forecasting methods and documenting
improvement over time [20].

Credit author

Erik Nesvold: Data curation, conceptualization, methodology,
investigation, visualization, writing. Reidar Bratvold: Project
administration, funding acquisition, conceptualization, reviewing.

Declaration of competing interest

The authors declare the following financial interests/personal
relationships which may be considered as potential competing
interests: Erik Nesvold reports financial support was provided by
Equinor ASA.

Data availability

The authors do not have permission to share data.

Acknowledgments

�We thank Equinor for generously funding this research project
on production forecasting methods.

� We are also very grateful to the Norwegian Petroleum Direc-
torate, both for providing access to the data set with probabilistic
forecasts for this study and for the tremendous job that has been
done over the years in structuring information about petroleum
activites on the NCS.

Appendix A. Details on Data and Methods

Appendix A.1. Cumulative and Annual Production Forecasts

Given an ensemble of n realizations X ¼ {xi(y), i ¼ 1, 2, …, n},
where xi(y) is the production in year y of ensemble member i, the p-
percentile values of the annual rate and the cumulative production
are respectively:

PAp ðX; yÞ ¼ PpðfxiðyÞ; i¼ 1; ::;ngÞ; (A.1)

PCp ðX; yÞ ¼ Pp

 (Xy

t¼1
xiðtÞ; i ¼ 1; ::;n

)!
: (A.2)

As seen from Equations A.1 and A.2,
Py

t¼1P
A
p ðX; tÞsPCp ðX; yÞ

unless the rank order of the ensemble stays equal each year, and in
general the sum of annual p-th percentiles have a larger spread
than the p-th cumulative forecasts. For example,
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PA90ðX;1Þ þ PA90ðX;2Þ þ PA90ðX;3Þ � PC90ðX;3Þ
PA10ðX;1Þ þ PA10ðX;2Þ þ PA10ðX;3Þ � PC10ðX;3Þ

On the other hand, the expected values are the same if the forecasts
are statistically consistent. Figure A.16 shows a statistically plau-
sible example. However, this is not always the case in the NPD data
set. For the fields where both cumulative and annual profiles were
reported, the annual profiles add up to the cumulative profiles in
about 80% of the cases. A possible explanation for this anomaly is
that decision makers in the organization have picked two re-
alizations from the ensemble with particular well schedules and
simulated reservoir flow to represent P10 and P90. For this study,
only the cumulative profiles are used. For seven fields where cu-
mulative forecasts were not present, the annual forecasts were
added up to get cumulative numbers, in consistency with most of
the data set.

Fig. A.16. Example of statistically plausible forecasts from the data set. The cumulative
annual forecasts are compared with the cumulative forecasts. Reasonably, the P10 � P90
range is wider in the former case and the expected production profile is the same in
both cases.
Appendix A.2. Forecast Quality Score

The continuous ranked probability score (CRPS) is a strictly
proper scoring rule [32,38] for density forecasts defined in terms of
the forecast CDF. The integral (Equation (A.3)) is a function of a
density forecast F(x) and the outcome y:

CRPSðF; yÞ ¼
ð
ðFðxÞ � 1½x � y�Þ2dx: (A.3)

The score increases both with distance to the outcome and with
forecast width. Note that the best possible score is zero, which is
when the density forecast is a Heaviside function exactly on the
scalar outcome y. It is also clear that CRPS depends on scale, which
is problematic for our data, since the final volume estimates span
three orders of magnitude (0.5e500). Equation (A.3) implies that
multiplying the forecast and the outcome by a factor of ten also
results in a score which is ten times higher.

To make a modified, scale-independent CRPS, a CDF is first fit to
the forecast triplet (Section Appendix A.3). Then, a log transform is
applied to the percentiles of the CDF, and the CRPS in Equation (A.3)
is computed. We refer to this term as SCRPSlog . Since this operation
makes the score asymmetric about the outcome y - forecasts above



Table B.3
Median estimate for calibration factors in Fig. 9

Year 2 3 4 5 6 7 8 9 10

aM 0.291 0.324 0.311 0.282 0.537 0.434 0.549 0.628 0.642
bM 0.781 0.795 0.793 0.82 0.883 0.917 0.955 0.997 1.048
cM 1.359 1.186 1.131 1.225 1.314 1.45 1.511 1.57 1.677
aT 0.346 0.413 0.424 0.379 0.717 0.545 0.737 0.833 0.855
bT 0.781 0.795 0.793 0.82 0.883 0.917 0.955 0.997 1.048
cT 1.2 1.01 0.993 1.00 1.022 1.065 1.164 1.145 1.2
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y would be penalized less than forecasts below y - a symmetric
CRPS is computed by averaging the score above and below the
forecast mean M by the distance |y � M|. Additionally, since the
score for zero production is undefined, a Winkler term [31] is used
below F01 and above F99. In summary, the density forecast score
used in this study is:

SðF;yÞ¼

8>>>>>><
>>>>>>:

SCRPSlog ðF;yþÞþSCRPSlog ðF;y�Þþ
P01�y
P99�P01

if y<F01

SCRPSlog ðF;yþÞþSCRPSlog ðF;y�Þ if y2½F01;F99�

SCRPSlog ðF;yþÞþSCRPSlog ðF;y�Þþ
y�P99
P99�P01

if y>F99

;

(A.4)

where yþ ¼ y and y� ¼ max{0, 2Fm � y}. Figure A.17 shows this
score. This modified, scale-independent version of the CRPS is used
in this study.

Fig. A.17. Example density forecast F(x) and the score S(F, y) in Equation (A.4) as a
function of the production outcome y. The minimum score now coincides with the
mean. The example forecast triplet is {F10, Fm, F90} ¼ {5, 10.5, 15} and the minimum
score is 0.098 for y ¼ 10.5

Appendix A.3. Fitting a CDF

To compute the metric in Section Appendix A.2, a density
function is needed. Thus, it is necessary to make assumptions about
the probability distribution. The forecast data show some variation
with respect to skewness, but on average, the mean is closer to F90
than to F10. Most standard analytic distributions are unfit for this
purpose (e.g. a normal distribution or a lognormal distribution).
Furthermore, fitting an analytic distribution to the data is not al-
ways a convex optimization problem, so even if one assumes a
certain distribution, it may be difficult to find the global optimum.
To fit a cumulative density function to each forecast triplet, we
therefore resort to the metalog distribution [33], developed spe-
cifically for this purpose. It is based on a series expansion of the
logistic quantile function M(y), i.e.

MðyÞ ¼ a1 þ a2ln
�

y
1� y

�
þ a3ðy�0:5Þln

�
y

1� y

�
þ…; (A.5)

where the number of terms depends on n, the number of data
points available. The metalog parameters a are determined by
solving a simple inverse problem. The metalog distribution is quite
flexible with respect to shape and can easily be fit to a set of per-
centiles such as (F10, F50, F90). However, given F10 and F90, there is a
lower and an upper bound on F50 to get an analytic answer. In this
study, we hold F10 and F90 fixed and optimize F50 so that the mean
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of the distribution is as close as possible to the forecast mean, Fm.
For a few cases in the data set, it is not possible to obtain amatching
meanwithout crossing the lower or upper bound, inwhich case F50
is set to the respective bound. Figure A.18 shows the so-called
symmetric triplet (SPT) metalog distribution functions for a range
of values for F50 between the lower and upper bound, while F10 and
F90 are held fixed.

It may seem like a strong assumption to generate an entire CDF
based on only three statistics. However, at the time of the FID,
which is at an advanced stage in the decision process, there are
rarely diametrically opposite geological interpretations and the
initial field development strategy is more or less settled. On the
NCS, production forecast updates are often made using the
Ensemble Kalman Filter [39], which requires an assumption of
Gaussianity. Thus, we consider the assumption of a unimodal dis-
tribution with thin tails as very reasonable.

Fig. A.18. Semi-bounded (bounded below to 0) symmetric triplet metalog CDFs for
F10 ¼ 5 and F90 ¼ 15. For these F10 and F90 values, F50 must be in the range [6.00, 12.49].
The range of feasible CDFs between these bounds is shown here. Compare with
Figure A.17, where the forecast triplet is {F10, Fm, F90} ¼ {5, 10.5, 15}.
Appendix B. Results

Appendix B.1. Calibration Factors
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