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Foreword

Borehole seismic data provides the critical depth and velocity parameters needed to link surface
seismic data with downhole log and well data.

Borehole seismic tools have evolved from single-component sensors to modern seismic array
tools. These modern tools, when combined with the latest technology in seismic source quality,
navigational positioning, and computational abilities, can deliver in real time high-resolution
borehole seismic images that extend beyond the wellbore or into the interwell volume to r duce
risk in drilling and development decisions. This book provides a review of the latest tools, tech
nologies, and applications of borehole seismic technology. A discussion of survey des gn and
modeling is also provided.

Fundamentals of Borehole Seismic Technology is the second of a series of Sch umberger reference
books produced for current and future oilfield technical professionals.

Catherine MacGregor
President, Wireline
Clamart, France

May 2010
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1.1 Introduction

Geophysics is a branch of geology that studies the phys-
ics of the Earth, especially its electrical, gravitational,
and magnetic fields, and the propagation of elastic
(i.e., seismic) waves within it. A major part of the
search for oil and gas is the search for suitable geo-
logical features in which hydrocarbons may be trapped.
Such features may be 1 to 100 km? in extent and may
occur at subsurface depths of 1 to 10 km.

Seismic surveys are acquired by the generation of
seismic waves and the recording of the waves (i.e.,
reflection waves) interacting from subsurface geologic
horizons. These surveys allow scientists to map the sub-
surface distribution of different types of rocks and the
fluids they contain.

Seismic surveys can be divided into two main cat-
egories—surface seismic surveys and borehole seismic
surveys. The principle is the same for both except that, in
surface seismic, the source and receivers are positioned
on the surface or close to it; whereas, in borehole seism c,
sources are typically located at surface and the re  ivers
are located in the well. Other configurations ar possib e.
In fact, drillbit noise is used as a borehole seismic source
with receivers placed at surface. The s ismic source can
be anything that generates a seismic w ve— ypically,
dynamite and vibrators are used onshore, nd airguns
are used offshore—although ther are ot er sources that
achieve specific source characteris ics

Figure 1-1 illustrates how the wave train recorded by
the receivers can be urned into an image of the sub-
surface structures through processing. Data from Wells
A, B, and C were acquired using the borehole seismic
technique; the remain er of the data was acquired as a
surface seismic s rvey.

To nder tand reservoirs requires the integration of
spatiall exten ive surface seismic surveys with verti-
¢ lly sampled logs and other well data. Borehole seis-
mic surveys uniquely forge this link by quickly provid-
ing high-resolution, calibrated answers for drilling and
development decisions.

Borehole Seismic
Technology

Alejandro Martinez Pereira

Zhuhai sand

Two-way
time, s

Depth, m

Figure 1-1. Seismic interpretation of the subsurface. A schematic
geologic cross section (a) shows approximate locations of wells
and formation boundaries. A seismic section (b) shows actual well
locations and formations in the time domain; borehole seismic data
is shown in the well profiles. The seismic section was converted
to the depth domain (c) by using borehole seismic information
acquired in Wells A, B, and C. Schematic in (a) was modified to
align horizontal scale with seismic. (From Schlumberger, 1992; this
graphic is copyright Schlumberger, Ltd. Used with permission.)

Fundamentals of Borehole Seismic Technology m Borehole Seismic Technology 1



1.2 Overview of borehole
seismic technology

The value of any oilfield technology can be expressed
in terms of its ability to reduce risk. Borehole seismic
surveys deliver considerable value to exploration and
production (E&P). First, they provide vital depth and
velocity parameters to surface seismic surveys, matching
seismically imaged layers to precise borehole depths.
Second, they provide high-resolution images that extend
hundreds of meters around the wellbore and into the
interwell volume.

In addition to providing structural and stratigraphic
information, borehole seismic technology can also help
to monitor fluid movement and predict lithology and
rock or reservoir properties when calibrated with logs,
core, production data, or other information. Geological
interpretations made from only surface seismic data are
limited: the exact velocity, frequency changes, ampli-
tude losses, and phase shifts that occur in the seismic
wavefield as it travels through the Earth cannot be deter-
mined because only the upgoing waves are recorded.

Seismic surveys are acquired for various purposes
(Table 1-1), and although surveys vary depending on
the objectives, the basic principle is the same. Typically,
a seismic source positioned on surface is triggered
to produce a wave that propagates into the Earth as
direct waves from the surface source and as downgoing
multiples, and it returns back toward the surface as
primary reflections and upgoing multiples. The borehole

Table 1-1. Classification of Borehole Seismic Applicat ons

seismic record is recorded by the geophones placed in
the borehole. The record contains information about the
reflection and transmission properties of the Earth, and
its coverage depends on the geometry of the survey and
the structure near the well. Figure 1-2 shows schemati-
cally the typical surface layout of a seismic survey and a
sketch of the downhole seismic acquisition equipment.
A summary of some of the survey types is found in
Chapter 2 with detailed explanation of each type in the
chapters that follow.

1.3 Schlumberger involvement
in borehole seismic technology

Schlumberger launched the wireline-logging industry
in 1927. Borehole seismic - cquisition later introduced
in the 1970s, was a natur 1 extension of the original
technique.

The first bo ehol sei mi- method was a basic well-tie
technique designed  bring time-based surface seismic
sections into the depth domain. From this humble begin-
ning, geophysicist have since developed a wide variety
of sophisticated calibration techniques. Drillers now
update the drillbit location relative to seismic sections
using ime-depth information acquired by borehole seis-
mic tools deployed while drilling. Geophysicists use log
and borehole seismic data to predict seismic response
and to plan more informative surface seismic surveys.

Surface Seismic Helper

Stand Alone Product

Other

Checkshot or sonic calibration

S It-proximity survey

Inversion

Zero-offset VSP'

Offset VSP for imaging

Seismic while drilling

Q analysis

Converted-wave imaging from offset VSP

Modeling

Multiple identification

Walkaway VSP for imaging

Time lapse and fluid monitoring

AVO* walkaway

Prediction ahead of the bit

Permanent sensors

Anisotropy (T1)8

Shear anisotropy for fractures

Logging-while-drilling VSP

Phase analysi

Crosswell tomography

Hydraulic fracture mapping

Mat  filter

Dip determination from VSP

SP-guided proc ssing for surface seismic

VSP - aveltimes to migrate seismic

TVertic  seismic profile.
* Amplitude variation with offset.
$ Transverse isotropy.
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1. VSI* tool 11. F acturing crew 21. Downhole source

2. Vibrator 12. Hydraulic fracture monitoring 22. Crosswell survey
3. Airgun 13. StimMap* stimulation diagnostics 23. Buried airgun
4, Wirelin truck 14. Drill-Bit Seismic* VSP 24, 3D VSP volume
5. Land rig 15. Marine airgun 25. Geomechanics application: overpressure
6 Offs orerig 16. seismicVISION* service with drillbit source 26. Look-ahead capabilities
7 Vessel 17. Microseismic reservoir monitoring 27. Processing center
8. Satellite 18. Marine seismic acquisition
9. Corridor stack 19. Dynamite shots
10. Offsetimage 20. Permanent monitoring system * Mark of Schlumberger
Downhole seismic tools have evolved from single- VSI* Versatile Seismic Imager tool. This wireline tool
component sensor technology to modern seismic array consists of up to 40 multicomponent sensor modules with

tools. For Schlumberger, the foundation for high- superior data-quality capabilities and high operational
quality seismic data from the borehole lies with the efficiency.

Fundamentals of Borehole Seismic Technology m Borehole Seismic Technology 3



Recent developments in seismic sources, especially
source controllers such as the TRISOR* acoustic source
control element of the TRILOGY* onboard data manage-
ment system, provide more predictable and consistent
source performance, rendering superior signal quality.
The TRISOR source controller has been perfected during
10 years of development by WesternGeco and is now
regarded as a superior seismic source controller in the
marine environment.

Advances in navigation have made it possible to accu-
rately control the position of seismic sources both in
onshore and offshore environments. With the highly
advanced SWINGS* seismic navigation and positioning
system, it is now possible to achieve a static positioning
accuracy better than +1 m. Complicated survey geom-
etries, such as walkaways, deviated-well vertical seismic
profiles (VSPs), 3D VSPs, and simultaneous acquisition of
surface and borehole seismic data are now routinely used
in seismic exploration, as described in later chapters.

The advent of computers allows geophysicists to
deliver high-quality VSP results quickly. When required,
data from large surveys can be compressed to reduce
data-transmission times from wellsite to computing
center to allow near-real-time data processing.

The combination of the VSI acquisition tool, TRISOR
in-sea source controller, SWINGS navigation and position-
ing system, and onsite processing capability forms part of
the suite of services known as the Q-Borehole* integrated
borehole seismic system, which leverages the latest
technology for downhole and surface hardware, advan ed
processing software, and people to deliver th  mos
optimized and best-in-class borehole seismic solutio s.
Equipped with these improved tools, geophysi ists n w
acquire high-quality borehole seismic data more cost-
effectively than before. Specially trained b rehole seismic
personnel are available to perform sophisticated process-
ing, such as inversion, on the rig These ools have been
deployed in many regions and nvir nments worldwide.

1.4 Quality, Health, Safety, and Environment
(QHSE) management in borehole seismic
operations

Boreho e se smic service provides critical geophysical
nforma ion to he oil industry with regard to hydrocarbon
reser oirs. The operation involves the use of complex and
pote tially dangerous surface and downhole equipment.
Schlumberger has devised standards for its wireline
borehole seismic operations that are conducted to
mitigate the risks to a state “as low as reasonably
practical” (ALARP) while ensuring that the highest
quality product is delivered. These standards define
the requirements and minimum acceptable criteria for

conducting borehole seismic service operations world-
wide. The standards are used in conjunction with exten-
sive borehole seismic service procedures, guidelines,
and checklists that adhere to international standards
and the seismic industry’s best practices.

In terms of quality, a clearly defined line of responsi-
bilities ensures correct and prompt delivery of services
from line management, the seismic specialists, and
support personnel. Seismic operations assessments an
integral part of the QHSE management system, allow the
identification of potential problems of borehole seismic
service operations, assessment of their impac and cor-
rective actions to be taken befor any nciden occurs
that could jeopardize the HSE of personnel or affect the
quality of the data product. The asse sments involve
periodic review of various aspects concerning people
(i.e., training), seismic equ pment (i.e , type, age, quan-
tity, safety compliance, m intenance), and processes
(i.e., job planning, log quality control).

All personn 1 involved w th borehole seismic service
operations receive f rmal training and are certified
compet nt on the equipment and systems that they
are operating

Seismic equipment and its accessories are operated,
maintained, and tested regularly in accordance with the
manufa turers’ specifications. Documentation records of
testing and re-certification of equipment are maintained
and inspected regularly.

Schlumberger ensures minimum environmental
impact through its borehole seismic service operations,
with consideration given to the safe transportation of seis-
mic equipment and pressurized systems and to mitigation
plans for oil spills and disturbance of local fauna.

1.5 Overview of Fundamentals
of Borehole Seismic Technology

This book is the second in a series of reference books
about wireline logging technologies for current and future
oilfield technical professionals. A general knowledge of
the oil field and of geophysics is assumed. References
are supplied so that readers can find additional detailed
information elsewhere.

Chapters 2 and 3 introduce geophysical principles,
field technology, and operational techniques. Chapters 4
through 8 illustrate seismic methods and applications.
Chapter 9 is a discussion of survey design and modeling.

1.6 References

Schlumberger: “Reservoir Appraisal in the South China
Sea,” Oilfield Review (April 1992) 4, No. 2, 4-7.
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Geophysical Principles of

Borehole Seismic Data
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Borehole seismic surveys are among the most versatile
of all downhole measurement techniques used in the oil
field. The various types of waves generated and survey
geometries achieved combine to deliver information
about reservoir depth, extent, and heterogeneity as well
as about hydrocarbon content, rock mechanical prop-
erties, pore pressure, enhanced-oil-recovery progress,
elastic anisotropy, natural-fracture orientation and den-
sity, and induced-fracture geometry. Borehole seismic
surveys, or VSPs, reduce the uncertainty of reservoir
properties near the borehole. With their measurement
scale between those of well logs and surface seismic sur-
veys, VSPs extend near-wellbore observations, explore
interwell volumes, and link time-based surface seismic
images with depth-based logs.

2.1 Introduction to seismic methods

Seismic imaging has become the single most important
formation evaluation technique used to find and delin-
eate reservoirs. The advent of three-dimensi nal (3 )
seismic data and seismic interpret tion workstations
introduced substantial improvements in reser oir imag-
ing such that thin, 10-m beds buri d 3 km (or deeper)
can be imaged. As a result, seismic data has become
an indispensable source of information for exploration
and field delineation. Seismic interpretation is one of
the first steps in explorati n. The dentified targets can
be mapped and char cterized with seismic attributes.
When confirmed by expl ration wells, reservoirs of com-
mercial intere t are drilled and the field is developed
on the basis of the in ormation obtained from surface
seis ic da

Borehole seismic acquisition—the deployment of
receivers and sources in a borehole—opens the door to
aw de variety of new survey geometries that can address
specific_questions about the seismic image or about
the properties of the rock represented in the image.
Figure 2-1 shows schematics of the most common geom-
etries used in borehole seismic acquisition. Borehole
seismic data provides the bridge between the directly
measured data of well logs and the remote-sensing data
acquired by the surface seismic method.

The term borehole seismic data covers all th - applica-
tions of seismic techniques in which eith r the s urce or
the geophone, or both, are deployed below the surface
of the Earth. The conventional VSP, with an array of
geophones along the borehole and t e source on the
surface, is the most famil ar example; but the variety
of possible arrangements, borehole orientations, and
objectives is much wider han his. This change in view-
point opens up a we Ith of new possibilities that are not
available from d ta co lected at the surface.

The  eismic method measures traveltimes, ampli-
tudes, and direct on (polarization) of elastic waves
propagating through the subsurface. Unfortunately, ini-
tial urface-acquired seismic maps are scaled in time
u its, whereas reservoir evaluation and well-construc-
tion procedures require reliable subsurface structure
and p operty maps in depth units. In its traditional and
m st basic role, borehole seismic data establishes an
absolute link between seismic data in time and well
logs in depth. Surface seismic data processing param-
eters and algorithm selection can be calibrated using
borehole seismic measurements, and the reliability of
the resulting image and attribute maps can be better
assessed quantitatively.

Borehole techniques offer improved image resolution
compared with that of surface seismic data. The fine
details are recovered because borehole seismic sensors
are deployed below unconsolidated, absorbing layers
and close to the zones of interest. This brings resolution
to the potentially costly and challenging imaging and
interpretation problems in deep water and around salt
structures as well as to common resolution and wavelet
phase problems.

Stand-alone imaging surveys are not confined to the
exploration stage of the reservoir but are used increas-
ingly during reservoir development. Offset, walkaway,
and 3D VSP surveys (in which sources are stepped away
from the borehole receivers) provide high-resolution
seismic imaging around wellbores and offer an efficient
means to acquire or calibrate time-lapse surveys.

Borehole techniques routinely record high-quality
shear-wave data. Shear-wave images are of even higher
definition than conventional compressional images and

Fundamentals of Borehole Seismic Technology m Geophysical Principles of Borehole Seismic Data 5



(a) Borehole Seismic Survey Concept

Source

Subsurface reflector |

(b) Checkshot Zero-offset VSP Walkabove

Offs  SP

Salt D ill-BitS mic* system AV0 walkaway Reverse VSP

i\

3D VSP Walkaround VSP

*Mark of Schlumberger

Figure 2-1. Representation of a VSP survey (a). Borehole seismic surveys can have a variety of geometries (b).
(Adapted from Hope et al,, 1998, this graphic is copyright Schlumberger, Ltd. Used with permission.)
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are critical for calibration of multicomponent surface
seismic data. Many reservoirs that are below the neces-
sary thickness to be directly imaged by compressional
waves, or that lack the compressional impedance con-
trast to be visible, can be illuminated by the direct or
converted shear waves. The relationship between com-
pressional and shear responses for a reservoir is the key
to any direct interpretation of reservoir fluids and to the
distinction between fluids and lithology.

Reservoir evaluation can be enhanced by exploiting
the seismic amplitudes. One of the key applications is
to discriminate between reservoir fluids and lithologies.
Ultimately, the goal is to invert the borehole seismic data
for reservoir properties such as porosity, permeability,
gas content, or oil/water contacts.

Borehole seismic techniques can be applied while the
well is being drilled. Seismic-while-drilling techniques
deploy sensors within drillpipe or behind the drill bit or
even use the drill bit itself as the seismic source to allow
data acquisition during the drilling process. Of all the
well log measurements, only borehole seismic measure-
ments have look-ahead and look-around capabilities—
structure and formation attributes far below and around
the drill bit can be mapped as drilling progresses. The
goal of all seismic-while-drilling methods is to optimize
the drilling process by reducing risk and uncertainty.
Exploration risk can be reduced by providing time-to-
depth conversion in real time and by optimally position-
ing the wellbore trajectory relative to the surface seismic
data. These surveys help steer the drill bit to prev nt
missing target locations. Drilling risk can be man ged by
the real-time prediction of hazardous drilling conditio s,
such as excess pore pressure, or by predetermination of
optimal casing depths.

During the well completion stage, passive seismic
monitoring methods can be employed Continuous lis-
tening for acoustic emissions w en a well is hydrauli-
cally fractured shows in real time where the fractures
are propagating. Vital dec sions could be made on-the-
spot during fracture treatm nts. Future well placement
and completion strategies benefit from these surveys
as well.

In addition to con inuous reservoir pressure, tem-
perature, and flow measurements, permanent downhole
seismic inst llations are increasingly being used during

eservo production. The prime application employed
is to monitor reservoir properties and fluids to identify
bypassed reservoir compartments. A fully instrumented
reservoir will allow the recording of time-lapse surveys to
image fluid movement around the well and to calibrate
time-lapse surface seismic data with known changes
around the well. These surveys use permanently deployed
sensors in the same locations to image any genuine

change in seismic signal over a period of time. Careful
completion planning plays an important role in order to
install this equipment and to operate without interfering
with actual well operations, which is often an obstacle to
greater use of this borehole seismic technique.

2.2 Surface seismic versus
horehole seismic data

Borehole seismic techniques address one of the major
constraints of conventional surface seismi me sure-
ments: the requirement for sources and receivers to be
positioned on the surface or close to it This imposes
three important limitations on the data

® Time and depth cannot be directly re ated. Because the
transducers are restricted to the surface, any traveltime
measurement for a refle tion event requires knowl-
edge of the velocity a ong the raypath to determine
the depth. I is possible o estimate the velocity from
a variable-off et da set, but only at the expense of
making numerous assumptions about the homogeneity
of the veloci y fi 1d and the isotropy (or anisotropy) of
the intervening medium.

® Only the upgoing body waves can be recorded. The
wavef eld propagating in the Earth in response to an
inp t signal is composed of various elements, some
traveling upward, some downward. The inability to
record both components of the wavefield means:

— The shape of the propagating wavelet must
be estimated by statistical methods.

— Propagation effects as the seismic pulse
propagates through the Earth (attenuation
and dispersion) cannot be measured.

— Processing imperfectly removes multiple
reflections from the seismic record.

— The wavelet phase is generally unknown
after processing,

B Resolution is limited in time and offset. Vertical reso-
lution is limited by the loss of high frequencies as the
seismic energy travels from the reflector back to the
surface. Horizontal resolution is limited by the size of
the Fresnel zone at the target depth.

When the seismic receivers or sources are deployed
as a subsurface array along the wellbore, most of
the restrictions listed above are effectively eliminated.
Figure 2-2 illustrates schematically the difference in
source-receiver geometry between surface seismic and
common VSP surveys.

Fundamentals of Borehole Seismic Technology m Geophysical Principles of Borehole Seismic Data 7
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Figure 2-2. Comparison of surface and borehole seismic survey geometries (top). (From Arroyo et al, 2003; this graphic
is copyright Schlumberger, Ltd. Used w th permi sion.) Comparison of surface seismic data and VSP data (bottom)

shows differences in time, depth and offs t pa ameters.

Traveltime from a s rface source to a receiver array
in a borehole can be mea ured directly, thus providing
a reliable time depth elation. At each receiver sensor
depth in the well, both the upgoing and the downgo-
ing wa fields are recorded. Because of the acquisition
geomet y, energy belonging to the two propagation
di e tions may be separated easily. The downgoing wave-
field is the measured far-field signature as a function of
geophone depth. It contains all the multiples generated

between the source and receiver and, therefore, can be
used to recover any desired wavelet phase and to collapse
the multiples.

Receiver sensors placed downhole can record seis-
mic data at higher frequencies. The greatest loss of
high frequencies in the seismic wavelet occurs in the
shallowest part of the Earth. Because the signal has
to traverse this part of the Earth only once for a VSP
dataset, instead of twice as in the case of surface
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seismic acquisition, the frequency content is higher,
thus enhancing the vertical resolution. In addition,
with the geophone located closer to the target zone,
horizontal resolution is further improved.

Surface geophone or hydrophone signals are contami-
nated by ambient noise such as wind, human activities,
and sea swell. For the wellbore receivers in a VSP data-
set, the environment is quiet, the sensors are coupled
more strongly to the formation or well casing, and
near-surface and elevation statics do not degrade the
downhole data.

2.3 Wave types

The main type of waves generated and recorded in
borehole seismic surveys are body waves emitted by
point sources or frequency-sweep sources; they consist
of compressional, or primary (P), waves and shear, or
secondary (S), waves. These waves propagate from man-
made sources near the surface to borehole receivers at
depth. (For more information on sources and downhole
hardware, see Chapter 3.) In the case of VSPs acquired
with airguns, typically only P-waves are generated; but
depending on the receiver geometry and formation prop-
erties, both P- and converted S-waves may be recorded
(Fig. 2-3). In land VSPs with vibroseis or other sources
coupled directly to the Earth, both P- and S-waves are
generated and may be recorded.

The signals recorded by borehole receivers depend
on the incoming wave type, the survey geometry, and
the type of receiver. Most modern downhole h rd-
ware for recording VSPs, such as the device used by
Schlumberger, consist of clamped, calibrat d m lticom-
ponent or three-component (3C) geophones o acceler-
ometers, both of which are able to record all components
of P- and S-wave motion, includ ng ver ical shear (SV)
and horizontal shear (SH) waves

The downhole sensors may bhe conveyed by wireline
and clamped into open ho e cased hole, or drillpipe; or
they also may be conv yed by drillpipe or deployed while
drilling (Fig. 2-4)

Figure 2-3. Three-dimensional wave propagation in offset profiling.
P-waves and vertical shear (SV) waves are polarized in the plane
containing the well and source. Horizontal shear (SH) waves are
polarized perpendicular to this plane. When either a P- or SV-wave
strikes a reflector at an oblique angle, four new waves result: an
upgoing and a downgoing P-wave and an upgoing and a downgo-
ing SV-wave. The new waves leave the interface at all amplitudes
and angles. An incident SH-wave creates only SH-waves, upgoing
and downgoing.

Fundamentals of Borehole Seismic Technology m Geophysical Principles of Borehole Seismic Data 9
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An advantage tha boreh le seismic surveys have
over their surface eismic counterparts is the ability
to record the irect signal in a low-noise environment.
The direct sign 1 tra els downward to the receivers;
theref re, 1 is known as a downgoing signal. Waves that
eflect at deep r interfaces and then travel up to a bore-
hole receiver are recorded as upgoing signals (Fig. 2-5).
Upgoing signals therefore contain reflection information
and are used to create seismic images of subsurface
reflectors. Both upgoing and downgoing signals can
contain multiples (multiply reflected energy) that can
interfere with the real signal. Signals without multiples

10

are called primary arrivals. The downgoing signals can
be used to distinguish multiples from primary arrivals
and thus allow more reliable processing of the surface
seismic upgoing wavefield.

In addition to P- and S-waves that propagate from a
near-surface source to the receiver, there are tube waves,
a type of noise that arises when source-generated surface
waves transfer energy to the borehole fluid. The resulting
guided wave travels down and up the borehole, forcing
the borehole wall to flex radially (Fig. 2-6). Geophones
clamped to the borehole wall may record tube-wave
energy on the vertical and horizontal components. Tube
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Figure 2-5. Schematic representati ns o differe t seismic arrivals within a seismic dataset.

waves are sensitive to changes in borehole dimension,
which can cause tube waves to reflect. Tube waves can
also reflect at the bottom of the hole. Tube waves can be
minimized with proper source-to-wellbore geometry. Any
tube w ves emaining on the data are considered noise
and are emoved through processing.

The majority of VSPs use compressional and shear
wav s from man-made sources to image reflectors, but
energyfrom othersources can berecorded and processed
to yield information about the subsurface. For example,
the drill bit can act as a downhole source to generate
vibrations that are detected by sensors deployed at
surface or on marine cables. These recordings require

specialized processing but can produce important
results in time for decisions to be taken while drilling.
Hydraulically induced fractures emit energy in much
the same way as natural earthquakes, and these micro-
seisms can be recorded by sensors in neighboring bore-
holes. (These events excite P- and S-waves, but with
strike-slip radiation patterns, which are different from
those of implosive and explosive sources.) Similarly,
production or injection of fluids for enhanced recovery
or waste disposal may induce stress redistribution that,
in turn, can cause detectable microseismicity. Borehole
sensors can also be used to record natural seismicity.
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Figure 2-6. Tube waves. Tube waves are generated when surface waves from the source com in contact with the
borehole fluid and become a guided wave traveling up and down the borehole. Asthe tu  wave travels vertically in
the borehole, it pushes the wall horizontally. When the geophones are properly clamped tothe b r hole wall, most of
the tube-wave energy will be seen in the horizontal channels. Some of the tube wave energy will be reflected back to
the surface at places where the borehole dimension changes and when the ene gy reaches the bottom of the hole.

2.4 Survey types

Borehole seismic surveys are usually categorized by
survey geometry, which is determined by source offse
borehole trajectory, and receiver array depth. The survey
geometry governs the dip range of rock interfaces a d
the subsurface volume that can be imaged.

2.4.1 Checkshot and zero-offset VSP

Checkshot and zero-offset VSP  re the most common
types of borehole seismic surveys. The energy source is
placed close to the wellhe d, typically 40 to 100 m away.
The geophones usually are | cated at depths that are
evenly spaced in the well, from TD upward (Fig. 2-7).
Spacing between the g ophones is governed by the slow-
est velocity and highest frequency anticipated within
the depth nterval of the VSP. The spacing is derived
f om th requirement to sample the spatial wavelength
t lea t twice per full wave oscillation. Typical depth
inc ments would be 15 to 20 m. The regular spacing
would normally extend up the hole to a point above the
shallowest reflector of interest, and then a few, more
widely separated levels (checkshots) would be planned
from there to surface for velocity control.
In the simple case of a vertical well with horizontal
geological interfaces, the reflection points for all the
interfaces into all the geophones will occur in a narrow
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column adjacent to the well. However, the seismic wave-
let is influenced by the bulk volume of rock, approxi-
mately 60 m in radius, not the few centimeters that
affect a sonic logging tool.

The traveltimes can then be used to correct sonic logs
for dispersion and hole conditions, such as washouts, so
that a synthetic seismogram can be built that is based
on the slowness measured at seismic frequencies rather
than at sonic frequencies. Rocks typically display a slower
velocity for low frequencies than for high frequencies. The
impact of this phenomenon is discussed in Chapter 4.

The downgoing wavefield from the VSP shows how
the wavelet changes as it propagates and how multiples
contaminate it. The upgoing wavefield, in turn, shows
the reflection response of the subsurface in depth and
time. After processing, the upgoing wavefield can yield a
true zero-phase response—one of the “Holy Grails” of the
seismic method. That response can be extended below
TD, unlike in a synthetic seismogram, which is truncated
at the zone of interest. The response beyond TD can be
used for prediction ahead of the bit to predict distance to
a drilling hazard or to the target reflector.

The standard output from a zero-offset VSP is the corri-
dor stack, a summation of the VSP response immediately
following the first arrivals into a single seismic trace that
is repeated several times for clarity and comparison with
surface seismic images.
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Basic Checkshot and Zero-0ffset VSP
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Figure 2-7. Configuration for a basic checkshot and zero-offset VSP survey featuring a borehole seismic receiver array
and a near-borehole seismic source (a). First time arrivals in the checkshot (b) are colored red. Checkshot information
is used as input to calibrate the acoustic impedance log (light blue) and the synthetic seismogram (blue), which are
shown superimposed on the surface seismic image (b). In view (c), the downgoing first arrivals are shaded red, and the
reflections are yellow. The final product of zero-offset VSP is the corridor stack (blue), which is shown inserted into a
surface seismic section at the well location for comparison.
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2.4.2 Deviated wells: Vertical-incidence a deviated or horizontal wellbore. This survey acquires
checkshot and walkahove VSP an image of the region below the borehole (Fig. 2-8).

Another type of checkshot and zero-offset VSP is also In addition to formation velocities and an image for
Known as a walkabove or vertical-incidence checkshot correlation with surface seismic data, the benefits of a

or vertical-incidence VSP. It is designed to ensure that Wa(lik:jbng Vfllf)i intqludg gooi}}zgleral (ii) verage and fault
the source is always directly above receivers deployed in and dip 1dentriication beneath the well

Deviated-Well VSP

(a)

Sources

|_Receiver
1

(b)

Sources

Depth Mode Surface seismic image

Depth

VSP image

Figure 8. Configuration for a vertical-incidence checkshot or walkabove VSP survey featuring a seismic receiver
array in a deviated borehole and seismic source locations above each receiver (a). In the checkshot data (b), the
downgoing first arrivals are shaded red, and the reflections are yellow. The image obtained from the VSP data (blue)
is superimposed on a seismic section that includes the well location (green). (Graphic in (a) from Arroyo et al, 2003;
this graphic is copyright Schlumberger, Ltd. Used with permission.)
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2.4.3 Oftset VSP, walkaway VSP,
and walkaround VSP

Offset VSPs are acquired with the source offset from
vertical incidence. In this geometry, the source is placed
at one offset, and receiver arrays are deployed at a wide
range of depths in the borehole (Fig. 2-9). The offset
increases the volume of subsurface imaged and maps

Offset VSP

reflectors at a distance from the borehole that is related
to the offset and the velocity structure. The additional
image volume enhances the usefulness of the image
for correlation with surface seismic images and also for
identification of faulting and dip laterally away from the
borehole. In addition, the offset causes conversion of
P-waves to S-waves, thus introducing the possibility of

(a)

Source

Receiver

(b)

Depthm del

Depth

Surface seismic image

VSP image

Figure 2-9. Configuration for an offset VSP survey featuring a seismic receiver array in a vertical borehole and a
seismic source at a significant offset (a). In the checkshot data display (b), the downgoing first arrivals are shaded
red, and the reflections are yellow. The image obtained from the VSP data (blue) is superimposed on a seismic
section through the well location. (Drawing in (a) from Arroyo et al., 2003; this graphic is copyright Schlumberger,

Ltd. Used with permission.)
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shear-wave, AVO, and anisotropy analysis. The degree
to which P-waves convert to S-waves depends on offset
and interface rock properties. Shear waves can also be
generated directly at the seismic source (i.e., shear-wave
vibroseis), instead of relying on P-to-S wave conversion.
Acquisition, processing, and applications of offset VSPs
are described in Chapter 5, and their special application
to imaging salt bodies is explained in Chapter 6.

Walkaway VSPs are similar to offset VSPs in that the
source is offset from vertical incidence, but the acquisi-
tion geometry is somewhat reversed such that the bore-
hole receiver array remains at one depth in the borehole
while the source “walks away” or is deployed at a range
of offsets (Fig. 2-10). The range of offsets acquired in a
walkaway VSP is particularly useful for studying shear-
wave, AVO, and anisotropy effects, especially when the

Walkaway VSP

(a)

Sources

(b) Source

Geophone

Depth model
(g

W ‘.:}P J' It‘; i =
o

‘ i LHL i,

=

——

i

‘e y:

[~ Surface :
: seismic ol
image :

image S

(c) Source positions

0 00 0o o P-wave S-wave

1 111
.....

i
3333343
add)

bt

)
A
v
v

.....

Reflector

——g——
-
"
i
- —
~——
——
——
1

1

!
¥
] L»’
]
|

b
R e e B

| - -+ - e

igure 2- 0. Configuration for a walkaway VSP survey featuring a seismic receiver array in a vertical borehole and seismic source
| catio s at an array of offsets (a). In the model, downgoing first arrivals are shaded red, and the reflections are shaded yellow (b).
The walkaway VSP image is shown superimposed on a seismic section through the well location. An extension of the walkaway
acquis tion technique, in which seismic receivers are placed immediately above the geologic feature under study, may be used
to map the AVO of seismic features (c). (Drawing in (a) from Arroyo et al,, 2003; this graphic is copyright Schlumberger, Ltd. Used

with permission.)
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receiver array is near a reflector of interest. Because
they illuminate a large volume of subsurface, offset
and walkaway VSPs are useful steps in the design of
later surface seismic surveys. Chapters 5 through 8
include discussion of acquisition, processing, and the
application of walkaway VSPs.

Several borehole seismic technologies are available
for understanding fracture systems, both natural and
hydraulically induced. Walkaround and multiazimuthal
VSPs are designed to characterize the direction and
magnitude of anisotropy that arises from aligned natural
fractures. In walkaround surveys, offset source locations
span a large circular arc to probe the formation from a
wide range of azimuths (Fig. 2-11). In multiazimuthal
VSPs, the source is moved radially outward from the well-
bore along lines of various directions. [deally, walkaround
and multiazimuthal VSPs can be combined to generate a
spiderweb geometry in which a wide range of offsets
and azimuths are analyzed. These survey geometfries are
treated in Chapter 6.

2.4.4 Three-dimensional VSP

The surveys described previously are all designed to
provide information and images in one or two dimen-
sions. However, to adequately illuminate 3D structures
requires 3D acquisition and processing. In the same way
that surface seismic surveys have progressed from 1D
and 2D to 3D, so have VSPs.

Three-dimensional VSPs can be acquired on land or
at sea, the latter being more common. Acquisition of
3D marine VSPs is similar to that of 3D marine surface
seismic surveys, and the survey geometries can follow
parallel lines or concentric circles around the borehole
(Fig. 2-12). Three-dimensional VSPs de iver high-reso-
lution subsurface imaging for exploration nd develop-
ment applications and require detailed p ejob modeling
and planning. In addition to produ ing images at higher
resolution than that of surface seismic methods, 3D VSPs
can fill in areas that cannot b imaged by surface seismic
surveys because of interfering surface infrastructure or
difficult subsurface conditions, such as shallow gas or
salt bodies. Acq isition nd processing of 3D VSPs are
covered in Chapter 6.

Walkaround VSP

Two shear-wave
polarizations

L

RR

Fractured layer

Figure 2 11. Walkaround VSP survey geometry used to study azimuthal variations of seismic attributes. Ideally a
spiderweb pattern will provide full anisotropy and AVO effects on seismic images. (Adapted from Christie et al., 1995;

this graphic is copyright Schlumberger, Ltd. Used with permission.)
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Figure 2-12. Configuration for a 3D VSP survey with an array of seismic receivers in a vertical borehole and surface source points at
locations determined by the survey objectives. A spiral or concentric circles are commonly used source-point geometries for marine
surveys (a). Surface in-lines or a swath are source-point geometries used for onshore surveys (b). Modeling (c) indicates complex
raypaths are needed to achieve imaging of the subsurface. Animage obtained from a 3D VSP dataset is superimposed on a seismic
section (PSDM = prestack depth migration) through the well location to complete the picture (d). (These graphics are copyright
Schlumberger, Ltd. Used with permission: (a) Arroyo et al, 2003; (b) Christie et al,, 1995; (c) Blackburn et al, 2007, (d) Hope et al,, 1998.)
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2.4.5 Salt-proximity survey

Where hydrocarbon reservoirs are trapped against the
sides of salt domes, the need to know the shape of the
salt flank and its distance from the well becomes very
important. The size of the reservoir is dependent on the
point at which the reservoir rock truncates against the
dome. Surface seismic methods have difficulty imag-
ing the bed terminations when the sedimentary layers
dip steeply up against the salt flank, which itself has a
strongly conflicting dip and is overturned. Figure 2-13
shows the geometry of a salt-proximity VSP survey.

A basic approach of the salt-proximity method uses
traveltime tomography that exploits only the first-arrival
time of the seismic pulse. Salt is assumed homogeneous,

(a) Salt-Proximity VSP

Figure 2-13. Configuration for
source at a fixed offset (a) Ray-

and its velocity is generally considered known. For a
given source-receiver pair, the traveltime is the sum of
the time spent in the salt and that spent in the sediment
after emerging from the salt. From this, a set of aplanatic
curves can be built and a curve can be constructed to
connect their tangents to image the salt flank shape.

Modern processing techniques can take this further.
By using 3C geophones, a better-constrained solution
can be achieved. The 3D shape of the flank can be
derived, not just a 2D projection. This is discus ed with
more detail in Chapter 6.

(b)

Source positions

alt-proximity survey featuring a seismic receiver array in a vertical borehole and a seismic
ce modeling ensures that this type of survey provides an accurate salt-face image (b).

(Graphic in (a) from Christi et al,, 1995; (b) from Arroyo et al., 2003; these graphics are copyright Schlumberger, Ltd. Used

with permission.)
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2.4.6 Crosswell VSP and reverse VSP

Propagating seismic signals between wells creates yet
another type of borehole seismic profile known as the
crosswell seismic survey. In these surveys, downhole
seismic sources, such as downhole vibrators or buried
airguns, are deployed at selected depths in one bore-
hole, and they shoot to a receiver array in another
borehole (Fig. 2-14). Because the direction from source
to receiver is subparallel to layer boundaries, most
raypaths propagate without reflecting. Recorded data
are processed to extract information about the veloci-
ties in the interwell region. Because crosswell data do
not contain much information about reflectors, layer
boundaries in the initial velocity model used to process
the crosswell data typically come from sonic logs or
other VSPs.

Crosswell seismic surveys render high-resolution
images used in many development and production
problems, especially in mature and complex reservoir
environments. Some examples of reservoir features that
can be studied with crosswell methods include reservoir
compartmentalization, bypassed producing zones, thin
beds, and subseismic faults.

A limitation of the crosswell method is the maxi-
mum allowable distance between boreholes—typically
300 to 600 m—which varies with rock type, attenua-
tion, source strength, and frequency content. Crosswell
seismic surveys are briefly discussed in Chapter 6.

Reverse VSP offers yet another geometric configuration
seldom used in the oil industry (Fig. 2-15). The concept
here is to use multiple source locations along the borehole

and to record the seismic energy with geophones at the
surface. This alternative would significantly reduce the
survey time and cost. Having the source deeper in the
well allows obtaining higher frequency data and reaching
deeper targets. Limitations of the method most often are
related to the reliability of the downhole seismic source
and the integrity of the borehole.

Reverse VSP

Receivers

Receivers

F gure 2-15. Configuration for a reverse VSP survey featuring a
seismic receiver array at surface and seismic source locations in a
borehole. Source can be downhole airguns, vibrator, or the drill bit.

Crosswell VSP

TSS

AN
vy

Depth

Figure 2-14. Schematic and 3D rendering of a crosswell VSP survey configuration. The transmitting seis-
mic source (TSS) is located downhole in the left well; the receivers comprise a downhole seismic array in
the right well. A crosswell VSP is particularly useful when run in time-lapse fashion. A complete survey is
typically accomplished by moving the source and receivers to complete the full extent of the image in the

interval of interest.
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Drill-Bit Seismic* VSP with drillbit source is a type of
reverse VSP and it is explained later in this chapter. The
single-well seismic option illustrated in Fig. 2-1, which
is yet another borehole seismic geometry, could also
be classified as a reverse VSP. This technique has very
specific applications that are not discussed in this book.

2.4.7 Borehole seismic while drilling

VSPs have long been used to tie time-based surface
seismic images to depth-based well logs. In many explo-
ration areas, the nearest wells may be too distant, so
VSPs are not available for calibration before drilling
begins on a new well. Without accurate time-depth cor-
relation, depth estimates derived from surface seismic
images can carry high uncertainties, thus adding risk
and the cost of contingency planning to drilling pro-
grams. One way to develop a time-depth correlation is
to perform an intermediate VSP; i.e., to suspend drilling
and run a wireline VSP. These surveys provide reliable
time-depth conversions but add cost and inefficiency to
the drilling operation and may be too late to forecast

drilling trouble. Figure 2-16 shows alternatives to con-
ventional wireline-conveyed VSP acquisition systems
and extends the options to while-drilling techniques
such as measurement-while-drilling (MWD) and log-
ging-while-drilling (LWD) techniques, an area in which
Schlumberger has a great deal of expertise.

2.4.7.1 Drill-Bit Seismic survey

To help reduce uncertainty in time-depth correlation
without having to stop the drilling process, g ophysi
cists devised a real-time VSP that is acquired using the
drill bit as the seismic-energy source. Drill-Bit Seismic
surveys use the energy generated by r ller-cone bits
to create velocity profiles and images head of the bit.
Unlike typical VSP sources, drillbit noi e cannot be
controlled or synchronized To determine traveltimes,
uphole accelerometer me surements of axial vibra-
tions of the drillstring are correlated with surface
receiver data (Fig. 2-17). The method has limitations,
such as bit type dril tring attenuation, well deviation,
formation conso idation, and weight on bit. Despite

Wireline Borehole Seismic System Drill-Bit Seismic Syst m SeismicMWD* system
_—e&w»::::.ﬁjlr;:zq Source . ‘_*‘-:‘-.‘E‘""“.‘:’..!‘!.‘lr;‘..'q _—‘-‘:‘-,‘-‘;’-*_:__.'T..!-!..lr::.* Source
@ O
MWD telemetry
Receivers
and weights
Seafloor
Wireline Drillbit source @ LWD receiver
receive \&
Seismic reflector

Figure 2 16. Options for wellbore seismic information while drilling. A wireline borehole seismic measurement (left)
may be made only between drilling runs. The receivers are lowered and a surface source provides the signal. With the
advent of Drill-Bit Seismic VSP with drillbit source, noise from drilling acts as a source and the receivers are on the
surface (middle). The SeismicMWD* system provides time-depth/velocity information during the drilling process using
a surface source and downhole receiver (right), but measurements can be obtained while drilling only as each stand of
drillpipe is added or removed. Next-generation seismicVISION* seismic-while-drilling service improves on this capabil-
ity to deliver time-depth/velocity information through real-time continuous data transmission without disrupting drilling
operations. (From Bratton et al,, 2001; this graphic is copyright Schlumberger, Ltd. Used with permission.)
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these limitations, the Drill-Bit Seismic method has 2.4.7.2 seismicVISION seismic-while-drilling service

allowed companies to optimize the drilling process,  Another real-time, while-drilling borehole seismic survey
especially when drilling toward overpressured zones or can be acquired with a survey geometry inverted relative
other seismically detectable hazards. Aspects of drill- to the drill-noise VSP—the seismicVISION seismic-
noise VSPs are described in Chapter 7. while-drilling service. This technology uses a conventional

(a) (b)

Direct energy used
for checkshot

Cross rrelation

1 1

i

i

H / of accele ometer
: nd geophone

i

Drillstring
path @,

Reflected energy
used for VSP imaging

(d) SAF

54.3....\‘.:, : ' _, ,“ Depth,
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F gure 2-17. Configuration for a drillbit VSP survey with a seismic receiver array on the surface (a). This survey type
uses he energy from the drill bit to create velocity profiles and images ahead of the bit. Real-time drillbit VSP image (c)
indica s the relocation of the seismic target (pink). (Graphics a, b, and ¢ from Borland et al,, 1997, these graphics are
copyright Schlumberger, Ltd. Used with permission.) Example of Drill-Bit Seismic data shows high-resolution imaging in
highly fractured environment (d). SAF = San Andreas fault. (From Coates et al., 2006; originally adapted from Catchings
et al., 2002. Used with permission.)
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seismic source at the surface, an LWD tool containing
seismic sensors on the drillstring, and an MWD telem-
etry system to transmit information to the surface
(Fig. 2-18). Because drilling generates noise that could
jeopardize seismic data quality, source activation and
signal measurement must take place during quiet
periods when drilling has paused for other reasons,
such as during drillpipe connections. A limitation of
this method is that the seismic LWD receivers, as part

of the drillstring, are not clamped to the borehole
wall. However, formation-receiver coupling generally
improves with well deviation. Also, current telemetry
systems have limited data transmission rates to send
waveforms uphole. Therefore, checkshot data is usually
acquired and processed in real time, whereas full VSP
data is retrieved from memory when the drillstring is
back at surface. LWD seismic surveys are included in
the discussion of real-time surveys in Chapter 7

Two-way
traveltime,
s

True vertical
depth, m

| 6,000
7,000

50 100 150
Trace number

50 100 150
Trace number

Figure 2 18. Schematic of a seismic-while-drilling survey (top) acquiring data during quiet periods of the drilling
process. Seismic receivers are located on a drill collar, and traditional seismic sources are deployed at the surface.
The position of the bit is known (bottom) from measured depth, inclination, and azimuth along the wellpath (blue).
Checkshot measurements transmitted to surface while drilling locate the bit on the seismic section in terms of depth.
(Top graphic is modified from Breton et al, 2002; bottom is from Bratton et al, 2001. These graphics are copyright

Schlumberger, Ltd. Used with permission.)
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2.4.8 Borehole microseismic survey

Passive seismic monitoring characterizes fractures by
recording microseismic signals generated when fluid is
produced from, or injected into, a naturally fractured
reservoir. (Note that the fluid injection under discussion
here is for pressure support, not for hydraulic fractur-
ing.) When fluid injection and production modify the
stress state to cause shear-slipping events, the result-
ing acoustic emissions can often be recorded in nearby
monitoring wells by arrays of multicomponent borehole
receivers (Fig. 2-19). Modern technology extends this
type of monitoring into the flowing well, thus eliminat-
ing the need for a monitoring well. Specialized pro-
cessing adapted from earthquake studies localizes the
microseismic events, which can be plotted in space and
time to identify the fractures that are responding to the
change in stress state. To determine event location rela-
tive to the receivers requires an accurate P- and S-wave
velocity model. Because the timing of microseismic
events cannot be predicted, acquisition systems for pas-
sive seismic monitoring must be different from standard
VSP acquisition systems. Recording systems need to be
active for long periods of time while waiting to be trig-
gered by acoustic emissions. In some cases, permanent
installations of receiver arrays record for extended
periods of time, usually months or years. Microseismic
monitoring is discussed in Chapter 8.

24

Hydraulic-induced fractures can also be monitored
using borehole seismic methods. While the fracture
is being created by pumping fracturing fluid into
the treatment well, a multicomponent receiver array
in a monitor well records the microseismic activity
generated by propagation of the fracture (Fig. 2-20).
Hydraulic-induced microseismic events are located in
space in the same way as are injection- and production-
induced events, which require an accurate P and
S-wave velocity model. Mapping the extent of the fr c-
ture with time, time reveals the progress of stimulation
treatments, and this allows comparison between a tual
and planned fractures. Real-time inf rmatio about
fracture extent and orientation promises to help stimu-
lation engineers optimize treatm nts by allowing them
to modify pumping rates and volumes when observed
fractures differ from plan. A drawback of the method is
that nearly all applications have required deployment
of the receiver array in ~ monitoring well because it
is believed th t th treatment well will be too noisy.
The cost of driling monitoring well could be saved
if the t chnology could be applied in treatment wells.
Hydraulic fra ture monitoring is discussed with other
fracture-characterization methods in Chapter 8.
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Figure 2-19. Setup to track acoustic em ssions i duced by fluid production, injection, or natural seismicity (top).
Production from rock or injection into ro k in the subsurface changes net stress in fractures and faults to induce
small shear events that emit acousti sign Is ( ed stars). These emissions can be recorded in nearby monitoring
wells that contain sensitive mul compo ent seismic recording equipment (bottom). Special localization process-
ing creates a record of events in space and time. These acoustic emissions are located in 3D space and help to
identify fracture and fault rections (From Bratton et al.,, 2006; Albright et al,, 1994; these graphics are copyright
Schlumberger, Ltd. U d with permission.)
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Figure 2-20. Schematic of microseismic method used to record acoustic emissions caused by rock shearing during hydraulic fracturing (a). To locate
acoustic emissions, the distance (D) to the event is determined by measuring the time difference (Af) between the arrival times of the P-waves and
S-waves (i.e., t, and tg, respectively) and depends on the velocity model (b). The velocity model is usually described by the P- and S-wave veloci-
ties (Vpand Vg, respectively) of each layerin the model. The azimuth to the event is determined by examining particle motion of the P-wave using a
hodogram (top right). Hydraulic fracture stimulation diagnostics interpretation (c) indicates that microseismic activity is concentrated around some
fault planes and is influenced by the presence of faults near stages 1, 2, and 4. Microseismic events are represented as colored dots. (Courtesy of

Chesapeake Operating, Inc.) (From Bennett et al,, 2005; this graphic is copyright Schlumberger, Ltd. Used with permission.)
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2.5 Time-lapse seismic surveys

Many of the borehole seismic surveys mentioned in this
chapter can be acquired at different stages in the life
of a reservoir. Offset VSPs, walkaways, 3D VSPs, and
crosswell surveys acquired in time-lapse fashion can
reveal changes in the position of fluid contacts, changes
in fluid content, and other variations, such as changes in
pore pressure, stress, and temperature. Repeat surveys
may be acquired with traditional hardware or with per-
manently installed receiver arrays. As with time-lapse
surface seismic surveys, care must be taken to repeat
acquisition conditions and processing as closely as pos-
sible so that differences between baseline and monitor-
ing surveys may be interpreted as changes in reservoir
properties. More discussion on time-lapse or 4D VSPs
can be found in Chapter 6.

Time-lapse seismic surveys share common goals with
those acquired using electromagnetic methods.
Potential combination of seismic and electromagnetic
techniques is currently a matter of extensive research
efforts in the oil industry. The effective combination of
these types of surveys provides information not only on
how reservoir fluids can move, but also on what type of
fluid is contained in the formation.

2.6 Seismic data applications

The VSP method has evolved from its humble begin-
nings as a time-depth tie for surface seismic data to
encompass a wide range of solutions for explorati n and
production problems. Among other things, VSPs provide
high-resolution images, detect fracture networks, il u-
minate fluid contacts, and reduce drilling ncertainty
ahead of the drill bit. However, although VSPs offer
valuable stand-alone information abo t rock and fluid

properties in the vicinity of the borehole, they will derive
their greatest future value when applied in combination
with other measurements.

Borehole seismic surveys yield a great amount of infor-
mation that can be delivered in several products. These
deliverables may be grouped into five main categories:

® Reservoir definition—Here the main information
provides traveltimes and formation velocities as well
as parameters to improve surface seismic data ( g.,
phase rotation, multiple pattern analysis, Q factor).

B Reservoir imaging—Borehole seismic d ta images
the wellbore as well as zones ahead of the drill bit
and around the wellbore. Depending on the survey
geometry, this imaging process will extend from the 1D
imaging case (the corridor stack) to 2D imaging later-
ally away from the wellbo e, to 3D imaging that encom-
passes large volumes of r ck around the borehole.

B Reservoir evaluation—Identification of reservoir
properties can be obtain d using seismic attributes.

® Drilling solu ions—Borehole seismic surveys allow
calibr tion in eal time of the time-depth conversion
to locate the d ill bit on the seismic section and to
position it with respect to potential drilling hazards
su h as high-pressure layers.

& Reservoir monitoring—This category includes all sur-
vey that are obtained through passive seismic or in
time-lapse fashion. These surveys are typically designed
to dynamically monitor a property in the reservoir.

Table 2-1 establishes a link between seismic appli-
cations and the survey geometries typically used to
achieve them.
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Table 2-1. Borehole Seismic Applications and Techniques

Checkshot

Zero-Offset

Offset VSP  Walkaway 3D VSP
VSP

Walkaround Single-Well Crosswell and Passive
Reverse VSP  Monitoring

Reservoir Definition

Formation traveltime and velocity °

Pp surface/borehole correlation and log calibration °

P, surface/borehole correlation and log calibration

Improving surface seismic data

Phase matching °

Multiple pattern analysis

Demultiple method selection

Frequency absorption versus depth

a,q,

P-wave velocity model °

S-wave velocity model

Anisotropic P- and S-wave velocity model

Survey evaluation and design

Reservoir Imaging

1D corridor stack or synthetic seismogram °

2D Pp and P high-resolution structural and stratigraphic imaging

3D Pp and P_ high-resolution structural and stratigraphic imaging

Salt-flank, subsalt, or intrasalt imaging (AVA)"

Reservoir Evaluation
AVO calibration

Lithology prediction and fluid (porosity, contact, front)

Fracture orientation and density

Log-property extension

Drilling Solutions

Well placement and steering* °

Prediction ahead of the bit and away from the well

Imaging

Distance to target or pore pressure prediction

Casing point selection

Input to geomechanical models (V, V) °

Reservoir Monitoring

Hydraulic fracture monitoring (geometry, caprock integrity)

Acoustic emission monitoring (natural or induced seismicity,
injection, depletion, or flooding monitoring)

Time-lapse (4D seismic)

P, = downgoing P-wave reflected as upgoing P-wave.
jowngoing P-wave reflected as upgoing S-wave:
-wave qual ty factor.
= S-wave quality factor.
-wave velocity.
V, = S-wave velocity.
' Salt-proximity method uses traveltime tomography; AVA = amplitude variation with ang

o
*Remote telemetry option is available when using the Drill-Bit Seismic system or the s micVISION  em while

28

Schiumberger



2.7 References

Albright, J., Cassell, B., Dangerfield, J., Deflandre, J-P.,
Johnstad, S., and Withers, R.: “Seismic Surveillance for
Monitoring Reservoir Changes,” Oilfield Review (January
1994) 6, No. 1, 4-14.

Arroyo, J.L., Breton, P., Dijkerman, H., Dingwall, S., Guerra,
R., Hope, R., Hornby, B., et al.: “Superior Seismic Data from
the Borehole,” Oilfield Review (Spring 2003) 15, No. 1, 2-23.

Bennett, L., Le Calvez, J., Sarver, D.R., Tanner, K., Birk,
W.S., Waters, G., Drew, J., et al.: “The Source for Hydraulic
Fracture Characterization,” Oilfield Review (Winter 2005)
17, No. 4, 42-57.

Blackburn, J., Daniels, J., Dingwall, S., Hampden-Smith, G.,
Leaney, S., Le Calvez, J., et al.: “Borehole Seismic Surveys:
Beyond the Vertical Profile,” Oilfield Review (Autumn 2007)
19, No. 3, 20-35.

Borland, W., Codazzi, D., Hsu, K., Rasmus, J., Einchcomb,
C., Hashem, M., Hewett, V., Jackson, M., Meehan, R., and
Tweedy, M.: “Real-Time Answers to Well Drilling and Design
Questions,” Oilfield Review (Summer 1997) 9, No. 2, 2-15.

Bratton, T., Canh, D.V,, Que, N.V., Duc, N.V., Gillespie, P.,
Hunt, D., Li, B., et al.: “The Nature of Naturally Fractured
Reservoirs,” Oilfield Review (Summer 2006) 18, No. 2, 4-23.

Bratton, T., Edwards, S., Fuller, J., Murphy, L., Goraya, S.,
Harrold, T., Holt, J., et al.: “Avoiding Drilling Problems”
Oilfield Review (Summer 2001) 13, No. 2, 32-51.

Breton, P., Crepin, S., Perrin, J-C., Esmersoy, C., Hawthorn,
A., Meehan, R., Underhill, W., e al.. “Well-Positioned Seismic
Measurements,” Oilfield Review (Spring 2002) 14, No. 1,
32—45.

Catchings, R.D., Rymer, M.J., Goldman, M.R., Hole, J.A.,
Huggins, R., and Lippus, C.. “High-Resolution Seismic
Velocities and Shallow Structures of the San Andreas Fault
Zone at Middle Mountain, Parkfield, California,” Bulletin
of the Seismological Society of America (August 2002) 92,
No. 6, 2493-2503.

Christie, P., Dodds, K., Ireson, D., Johnston L., Ruthe ford,
J., Schaffner, J., and Smith, N.: “Boreho e Seismic Data
Sharpen the Reservoir Image,” Oilfield R view (Winter
1995) 7, No. 4, 18-31.

Coates, R., Haldorsen, J.B.U,, Mill r, D., Malin, P., Shalev, E.,
Taylor, S.T., Stolte, C., and V' liac, M- “Oilfield Technologies
for Earthquake Science” Oilf eld Review (Summer 2006)
18, No. 2, 24-33

Hope, R., Ireson D., L aney, S., Meyer, J., Tittle, W., and
Willis, M: “Seism ¢ Integration to Reduce Risk,” Oilfield
Review (Autumn 1998) 10, No. 3, 2-15.

Me han, R., Miller, D., Haldorsen, J., Kamata, M., and
Underhill, B.: “Rekindling Interest in Seismic While
Dri ling,” Oilfield Review (January 1993) 5, No. 1, 4-13.

Fundamentals of Borehole Seismic Technology m Geophysical Principles of Borehole Seismic Data 29






3.1 Introduction

Recording the seismic wavefield within the confines of a
12-cm tube that may be deeper than 5 km downhole, in a
fluid that may be hotter than boiling water, at high pres-
sure, and in corrosive environments poses unique and
challenging problems in instrumentation. Sophisticated
tools evolved quite rapidly from the early 1980s to the
present, and modern tools not only overcome the physi-
cal environmental problems but measure body waves in
the Earth with very high fidelity.

Seismic recording tools now exist that are tailored for
specific environments and job types. Schlumberger offers
the VSI tool and slim hostile seismic tools as wireline-con-
veyed VSP tools. Some other sensor types and conveyance
methods used in specialized applications are also briefly
discussed here.

Controlled seismic sources are of an importance
equal to that of the seismic recording tools. Full synchro-
nization between the source signals and the acquired
seismic waveforms is a requirement for extracting me n-
ingful seismic parameters thereafter. The inc asing
complexity of surveys demands more predic able a d
stable seismic sources. Seismic sources m st com-
monly used in offshore and onshore nvironments are
discussed here together with the control nd navigation
systems associated with their operation

3.2 Seismic sources

Seismic sources are d vices, s ch as an airgun, explosive
charge, or vibrator, tha provide energy for acquisition
of seismic dat . A source generates acoustic or elastic
vibrations that ravel into the Earth, pass through strata
with differ nt seismic responses and filtering effects,
and ret rn to the surface to be recorded as seismic data.

3.2.1 Airguns, controllers, and navigation

There are several manufacturers of marine airguns,
each using different variations of the same basic prin-
ciple. Figure 3-1 shows the Sercel G. GUN airgun with a
schematic representation of its functionality.

Fundamentals of Borehole Seismic Technology m Field Technology

Field Technology

Michael Jones, John Tulett,
and Alejandro Martinez Pereira

Air inlet Triggering Shuttle
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|
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Figure 3-1. The Sercel G. GUN 150 marine airgun. lts operating princi-
ple is shown above: Initially, the main chamber is full of compressed
air. When the fire pulse is sent to the solenoid valve, it allows the
compressed air to fill the triggering chamber, which pushes the
shuttle outward to release the air into the surrounding water. The
incoming air in the return chamber pushes the shuttle to its original
position, the solenoid valve closes, and the gun is ready to repeat the
cycle. (From Sercel, 2009; used with permission.)
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To operate an airgun, high-pressure air is injected
into the return chamber through the shuttle or firing
piston and into the main (firing) chamber. When the
gun is fully armed, it may be fired by activating the sole-
noid valve. This allows air from the firing chamber to
reach the triggering chamber, which causes the shuttle
to unseal. The lightweight shuttle then moves very fast,
and at the point at which the exhaust is uncovered, the
air in the firing chamber is explosively released into the
surrounding fluid.

When the high-pressure air (typically 2,000 psi) from
the firing chamber is released into the surrounding
water at a much lower pressure (slightly greater than
1 atm), it forms a bubble that expands rapidly. (The seis-
mic industry uses both bar and psi units to measure air
pressure, but generally only bar pressure units are used
for measuring source signature strength. The underwa-
ter acoustics industry uses the SI pressure unit system.
Airgun chamber volumes are quoted in cubic inches,
which is the unit commonly used in the seismic indus-
try. Liters are seldom referred to when quoting airgun
chamber volumes. See “Units” for conversion values.)
Eventually, the air in the bubble reaches a pressure
equal to that of the surrounding fluid, but inertia causes
the bubble to continue to expand, ie., to overshoot.
Finally, expansion stops at a point when the pressure in
the bubble is less than that of the surrounding fluid, and
a contraction stage sets in. These oscillations continue
for several cycles before being completely damped.
Figure 3-2 shows the pressure pulse from an airgun a a
function of time. The repeated signature is the eff ct of
the bubble oscillation.

The bubble series shown in Fig. 3-2 app ars to have a
period of about 80 ms. This introduces a seri s of spikes
and notches into the amplitude spectrum of the pulse at
frequencies of 0, 12.5, 25, 37.5 Hz, and so o , as shown
in Fig. 3-3. These spikes and n tches re undesirable
features of the pulse shape becaus they are within the
useful signal bandwidth Bubble effects are minimized
to a certain extent by clust ring of airguns. With a gun
cluster that uses two or more airguns spaced at a critical
intergun distance, the amplitude of the main burst is
emphasized w ereas coalescing of the air bubbles helps
attenuate the su sequent bubble oscillations.

32.1.1 hosting

Airgun sources normally are deployed a few meters
below the water surface. The water/air interface acts
as a very efficient acoustic reflector, which reverses the
polarity of the reflected pulse. This gives rise to a ghost
pulse of similar amplitude to the primary but of opposite
polarity as shown schematically in Fig. 3-4. When the
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1.8 Primary peak

Bubble pulses

Acoustic
pressure,
bar-m

Ghost
-3.0
0 100 200 300 40 500
Time, ms
3.0
Peak amplitude
1.8

PBR

Acoustic 0.6
pressure, 08
bar-m ’ Bubble amplitude
18 P k-to-p ak amplitude
30 Bubb period
0 100 200 300 400 500
Time, ms

Fig re 3-2. Typical hydrophone signature of an airgun seismic pulse.
Attrib tes of the hydrophone signature are shown. PBR = primary-
t bubbl ratio.

189.6
1776

Amplitude

spectrum, 165.6

dB referred

to 1 uPa/Hz 1536
atlm 1416

129.6

0 50 100 150 200
Frequency, Hz

Figure 3-3. Hydrophone spectrum of an airgun seismic pulse as
shown in Fig. 3-2.

gun depth (D) is 4 m, the time for the primary pulse to
travel from the airgun to surface and back to the airgun
(tghost) can be approximated by

tghost = 2( s ]: 2( im ): 525ms, (3-1)
Vater 1,524 m/s

where the value of V. is 1,524 m/s, which is a typical

velocity of sound in water (velocity of sound in water is

a function of water temperature and salinity). Because
this ghost pulse will negatively interfere with the pri-
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mary pulse, it introduces a series of notches () into
the spectrum of the signature (¥, , ), in this case at a
frequency

o =tL= i 08’525 =n(190Hz) (n=0,123, )
ghost )
(3-2)
/Water surface; reflection coefficient = -1
T Surface ghost
tanost = 2D/ Vitar)

1 NE

Figure 3-4. Schematic representation of the surface ghost.

32.1.2 Airguns onshore

Although airguns are most often associated with seismic
acquisition in the marine environment, they are also used
as an energy source for onshore borehole seismic surveys.
The usual technique is to dig a pit at the desired source
location, line it with a geotextile, and fill it with water.
The airgun is then deployed in the center of the pit using
a crane. It is important to maintain the dimensions of the
pit and the fluid level to ensure a good signature, even
though the pit tends to cave in.

Airguns deployed in water-filled pits often render
limited bandwidth data. One way to overc me this
is to deploy the airgun below the slo -velociy layer.
Figure 3-5 shows data acquired with the gu in a pit and
data acquired with the airgun deployed in a 30-m-deep
hole. From the spectra (Fig. 3-5), the data from the
latter deployment shows much higher frequencies in the
direct arrivals at similar depths.

(a) (b) o[ 11

L1

-10

Airgun in a pit

‘ 20
| o a
| H Amplitude,
dB

|

0 40 60

Buried airgun

I

a ¥

100 140 180 220 260
Frequency, Hz

() 0
T —
005 - S |
'
> Bl g
Time, s - ) - A
-« -
o15( "0 o . ’ I
) ! | £
05| . '
0.25 4 |
8136 6562 4925 328.1 7551 5750 410.0 300.1

7382 57141 4101 2457

650.0 4950 365.0 2100
Offset, m

Figure 3-5. Airgun data comparison. (a) Buried airgun is shown in a hole. (From Bolt Technology Corporation; used with permission.)
(b) Amplitude spectrum comparison is from an airgun in a surface pit and an airgun in a 30-m hole. (c) Downhole seismic traces
acquired with a pit airgun (left) are compared with those from an airgun in a 30-m hole (right).
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The buried airgun is ideal for zero- and fixed-offset
survey geometries, particularly in difficult or wet ter-
rain where access by vibrator vehicles is restricted. The
airgun is positioned below the weathered zone to pre-
serve high-frequency content. A key operational feature
of the buried airgun source provided by Schlumberger
is a slim housing, which minimizes hole size, drilling,
and deployment and retrieval effort. The buried airgun
technique has a lesser footprint; therefore, it requires
less presurvey land clearance and postsurvey cleanup
compared to that of airguns deployed in a mudpit. The
buried airgun technique is limited to the source strength
of a single gun, and retrieval from the wellbore may be
difficult sometimes.

32.1.3 Source characterization

Characterization of airgun arrays for borehole seismic
surveys is of extreme importance. Table 3-1 presents a
summary of the source signatures of different airgun
arrays studied and their suitability for different borehole
seismic survey types.

Schlumberger has quantitatively studied various
parameters in airgun array deployment, including effects
of gun dropouts on amplitude and spectral output; opti-
mal deployment depths, operating pressure, and airgun
chamber size to achieve required source spectral output;
calibration of source output to control signal peak ampli-
tude; and reduction of spurious noise. Complete results
can be found in Schlumberger (2002); three common
VSP airgun sources are presented herein.

Table 3-1. Seismic Survey Type Matc ed
with Optimal Source

Borehole Seismic Rec m ende
Survey Type S ismic S urce
Checkshot Single gqun

Checkshotin deep well Two- or three-gun cluster

Vertical seismic profile (V P) Two- or three-gun cluster
VSP in deep well

VSP for deep sub alt imag ng

Six- or eight-gun array

Dual six- or eight-gun arrays

Three- un cluster

Thi source has been used for VSP and seismic-while-
drilling surveys worldwide (Fig. 3-6). Figure 3-7 shows
results for the three 150-in> G. GUN airgun systems.
The three-gun system has a total cluster volume of
450 in®. A 250-in? airgun system with a total three-cluster
volume of 750 in?® is also available. The figure clearly
shows how bubbling is minimized every time a gun is

added to the simultaneous firing sequence. When all guns
in the cluster are fired simultaneously, the main pressure
spike is emphasized, whereas coalescing of the bubbles
helps minimize the bubble effects. Figure 3-8 shows
the far-field source signature, in time and frequency,
acquired from a three-gun cluster at various depths.

F we 3-6. Three-gun cluster. This triple airgun configuration,
shown in a qualification test, has the gun controller below.

7.0
Three-gun peak amplitude = 6.7
0 Twol-gun peak almplitude =52
| 1
’ [ [
Single-gun peak amplitude = 3.0
14 J
Acoustic BT e
ORI
pressure, ;4 Bubble effects |
bar-m
492 ' Reflected arrivals (ghost)
-10
200 250 300 350 400
Time, ms

Figure 3-7. Comparison of the peak amplitudes taken from far-field
measurements. Data examples are for the G. GUN three-gun clus-
ter, two-gun cluster, and a single gun. Note that the bubble period,
peak amplitude, peak-to-peak amplitude, and PBRincrease as more
guns are used in the cluster, which all improve seismic data quality.
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Figure 3-8. Source characterization: Far-field signa re da a exam-
ple for a three-gun cluster deployed atdepths 3 m,4. m, and 7m.

High-performance ITAGA eight- irgun array

Widely used in North Amer ca, the ITAGA™ source com-
bines wide bandwidth high amplitude, and efficiency
(Fig. 3-9). It has been us d in dual configuration for Gulf
of Mexico expl ration wells in water depths of 2,800 m
and well depths of 9 m. The configuration comprises
four 150-in® airguns plus four 40-in® guns for a total

a ray vo ume of 760 in®. Performance results are shown
n Fig 3-10.

High-performance Magnum six-gun array

The high-amplitude Magnum™* seismic airgun source array
is used in the North Sea and North America. In six-gun
mode, as shown in Fig. 3-11, it has achieved 4 to 65 Hz
of usable bandwidth in deep subsalt wells in the Gulf of

Fundamentals of Borehole Seismic Technology m Field Technology

Figure 3-9. High-perform nce ITAGA source with an eight-airgun
configuration. (Pi ture f om Gulf of Mexico operation.)
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Frequency, Hz
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Figure 3-10. Performance of [TAGA eight-gun array deployed at3-m
depth. Note the onset of the bubble at 400 ms.
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Mexico. The array is composed of three 150-in® and three
250-in® airguns for a total volume of 1,200 in®. The perfor-
mance of this gun array is presented in Fig. 3-12.

Figure 3-11. High-performance Magnum six-gun array. (Picture
from North Sea operations.)

209.7
197.7 ~
Amplitude 185.7 \ P
spectrum, / \\
dB referred to 1737
1uPa/Hzat1m " \ ]
161.7
149.7
0 50 100 150 200 250
F equency Hz
20
12
Acou tic 4 \
pressure, '—ﬂ...’,.—-
barm 4 \
-12 v
-20
200 250 300 350 400 450

Time, ms

Figure 3-12. Performance of the Magnum six-gun array deployed at
5-m depth. Arrowheads indicate the period of the bubble.

32.1.4 Generic gun controllers

Airgun control systems, either manual or automatic, are
used to fire several airguns simultaneously and to record
hydrophone signatures (e.g., the Macha TGS-8, a product
of Macha International, Inc., has eight gun channels).
These systems provide airgun control for both zero-offset
(rig side) and offset, or walkaway, operations. Offset
operations use a control system at both the rig and the
remote locations. The two units communicate by eans
of a high-speed-data radio link.

The hydrophone information is recorded during acqui-
sition to provide an absolute time reference for d wn-
hole waveforms and for deghosting dat in subsequent
processing stages.

32.1.5 TRISOR controller

With petroleum exploration occurring in deeper wells
and in more compl x subsurface formations, and with
steadily higher expe tations of VSP operations, there
is a need for seismic sources that can deliver more pre-
dictable, more consistent, superior signal quality. The
TRISOR acoustics ource controller offers a new level of
saf ty, data quality, and efficiency (Fig. 3-13). This new
systerm for borehole seismic operations provides stable,
noi e-fre digital signatures with advanced quality and
contr | features.

For a source controller to function correctly—to
ensure all guns in the cluster or array fire at exactly the
same time—the quality of the shot sensor signal from
each of the guns needs to be clean and consistent every
time the guns are fired. The TRISOR controller does not
use a conventional umbilical as is used in other source
controllers to carry the analog signals from the shot sen-
sors. These umbilicals are usually longer than 100 m, and
the hydrophone data can be corrupted by external radio
signals, electrical leakage, and crosstalk or electrical
interference when the umbilical is run across the deck of
a rig or boat. When using a conventional source control-
ler, interpretation of the correct zero-time on the shot
sensor signals can often be difficult because of noise,
and the result is poor source synchronization.

The TRISOR controller uses very short pigtail leads
from the guns to the in-sea controller to minimize noise.
The in-sea controller handles the control of each gun. An
Ethernet connection between the in-sea controller and
the surface panel provides digital communication syn-
chronized with the downhole acquisition system. Overall
accuracy of the airgun, controller, and recording system
is £0.5 ms or better, typically +0.1 ms.

The TRISOR controller constantly monitors and con-
trols the data quality from the in-sea sensors. This data
is continuously displayed for the end user through a
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quality control panel. This means that the chance of a
survey continuing while something is wrong with the
equipment is significantly reduced. Figure 3-14 shows

Depth sensor

the difference between near-field signatures of an airgun
source controlled by a conventional gun controller and
by a TRISOR controller.

Calibrated
near-field
hydrophone

Air pressureensor

Figure 3-13. TRISOR source controller installed in a three-gun cluster (left). Closeup view of th  TRISOR system with

its external sensors noted (right).

Trace number

Time ms

0.2 0.3 0.4

Time, ms

All waveforms
overlaid 0.5 C ventio algun ontroller with hydrophone

at 3 m below the airgun source

TRISOR gun controller with calibrated
near-field hydrophone at 1.25 m below
the airgun source

15
0 01 02 0.3 0.4 0.0 0.1 0.2 0.3 0.4
Time, ms Time, ms
20 {
40 [
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Figure 3-14. Airgun signature controlled by manual tuning system (left) and by the TRISOR system (right).
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3.2.1.6 SWINGS navigation system

Typical navigation systems rely on global positioning
system (GPS) technology. A discussion of GPS is not pro-
vided here; the reader can refer to abundant reference
material available elsewhere on this topic. Navigation
requirements for offshore VSP acquisition must include
the following capabilities.

® Monitor the position of the vessel carrying the source
in real time.

B Provide a real-time display of vessel position to steer
the boat over the desired shotpoint locations.

® Generate a firing pulse to the gun system when the
boat position comes within a prespecified proximity
to the shotpoint location.

® Record the exact location and time at which the gun
fired.

m Interface with the recording system to write this
information to the data record.

SWINGS seismic navigation and positioning system rep-
resents the latest technology in navigation systems and is
designed to be integrated with the Q-Borehole integrated
borehole seismic acquisition and processing system. The
SWINGS system includes vessel movement monitoring,
navigation system, and radio link between vessel and rig,
Figure 3-15 is a photograph of the main module for such a
system. The system requires a minimum of four satellites
to be above the horizon in a suitable geometry; with this
requirement met, the overall system’s accuracy is 1 m,
which is updated 5 times per second.

When the source comes within a specified distance
of the selected shotpoint, the navigation system sends a
fire pulse to the gun controller, which triggers the acqui-
sition system. At the same time, the system records the
exact time and position at which the airgun source was
fired by the TRISOR controller and also writes this infor-
mation to the data recorded by the recording system.
Figure 3-16 illustrates the functionalities of the SWINGS
navigation system.

3.2.2 Nonimpulsive sources,
controllers, and navigation

For borehole seismic acquisition on' and, the preferred
source is vibroseis because it is safe, rep atable, control-
lable, and moveable. In the late 1950  nd into the 1960s,
vibroseis was developed to provide a surface source (no
drilling) with high-production capabilities (mobile),
low-impact characteristics (no shot holes or blowouts),
and source-de ign f exibilit and repeatability in terms
of frequency and amp itude.

Vibrators come in a variety of shapes and sizes.
Truck-mount d vibrators are particularly useful for VSP
work because they can be driven directly to the job-
site Figure 3-17 shows the new-generation Q-Borehole
vibrator truck from Schlumberger.

S hlumberger maintains a set of stringent operat-
ing procedures to ensure vibrator safety, both while in
transit to and from the wellsite and during operation of
a seismic survey.

The philosophy behind vibroseis is that, whereas
impulsive sources, such as airguns or dynamite, put out

Figure 3-15. SWINGS portable navigation and positioning system.
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Drilling rig

Source vessel

Airgun source

Seabed
i
True |
vertical |
depth L

=Y Downhole

seismic tool

Fix JD Time Easting (m) Northing (m) dE dN  GPS Shot
420 120 09:40:14.04 815537.7 9714800 12 +283 0K 0K
421 120 09:40:1949 815537.3 971 84.1 -1'5 +324 0K 0K
422 120 09:40:28.74 8155367 9 491.2 122 +395 0K Bad

Figure 3-16. lllustration of the SWINGS navigation and positioni g system installed on source vessel for a vertical-
incidence VSP operation (top). Real-time SWINGS display ( ottom left) shows shot positions relative to circle of
tolerance. Source vessel is represented by the - rrow and the a gun is shown in the box at the right-rear end of the
vessel. Red line indicates target circle, and blue arcs in cate bearings. Red cross indicates shot fired outside of the
target circle. Green crosses correspond to s ots fired with ~ he target circle. The red circle in the post-acquisition
QC plot (bottom right) shows that one shot was ired ou ide of the target circle.

Figure 3-17. The Schlumberger latest generation of truck-mounted vibrator, with 60,000 Ibf peak force.
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all the energy of the shot in a few milliseconds and gen-
erate energy at all frequencies concurrently, a vibratory
source spreads its pulse over a longer time and injects
only one frequency at a time. Although the power (i.e.,
the rate of energy delivery) of both source types is drasti-
cally different, the resulting energy (power x time) may
be the same (Fig. 3-18). In the case of explosive energy,
its frequency and amplitude depend on the type of
explosive and the positioning, which cannot be changed
easily, whereas frequency and amplitude of vibroseis
energy can be customized more easily.

If the pulse, or sweep, shape is known, then in the
reflection record, the response from any reflector will
have the same shape as the injected pulse. It is neces-
sary only to identify every timepoint in the reflection
record at which this happens and to replace the drawn-
out pulse with a spike. This identification is performed
by crosscorrelating the recorded data trace with the
known input sweep signal so that each event on the
trace will be replaced by the autocorrelation of the
input sweep. The vibrator start time—equivalent to the
time break in impulsive sources—is the autocorrela-
tion function of the sweep. This is always a symmetrical
sinc pulse; the origin of a vibroseis record is at the
center of symmetry of the zero-time pulse. Figure 3-19
illustrates the autocorrelation process used in vibratory
seismic acquisition.

Vibroseis record

(a) Reference sw ep (ground force)

(b) Downgoi g direct wave

Impulsive

Power Energy = Power x Time

Vibroseis

Tme

Figure 3-18. Schematic illustr ton of power spectra for impul-
sive and vibroseis seismic-sourc s Although the energy of both
sources may be the same, th r rat of delivery of power is very
different.

Two important parameters in a sweep are the sweep
b ndwidth and the central frequency, which determine
the definition and the resolution of the seismic wavelet,
respec ively; see the relative size of the central peak for
definition and width of the central lobe in Fig. 3-20. An

Time

Y

Surface recording length _|

|_ Sweep length _|

—

(c) Upgoing reflected waves

(d) Dow hole ignal recorded by geophone

VW

Downhole recording length =

(e} Au corr lation of reference sweep signal

(f) Crosscorrelation of reference sweep signal
and downhole signal

Airgun record

(g) Time-break sensor

surface recording length + correlation length

Correlation length __\

(h) Downhole signal recorded by geophone

|7 Downhole recording length 4|

Figure 3-19. Vibroseis record versus airgun record.
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important point is that definition increases with sweep

bandwidth. As shown in Fig.

3-20a, as the bandwidth

increases (i.e., as 25-35 Hz increases to 10-50 Hz), so
does definition. Note that in this case, the central fre-
quency remains constant (i.e., 30 Hz). Equally important
is the fact that resolution increases with an increase of

(a)

Amplitude,
bits x 10-3

Amplitude,
bits x 10-3

(b)

1.0
Normalized - % |—
amplitude 5§ —

-1

Nor alize 23

ampli de i \/—\/ ~
30-60 Hz
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Resolution =11 ms
1.0
Normalized 0e - /\\'ll\\”/\ ——
amplitude B \-V/
40-80 Hz
Definition =2.3
Resolution =8 ms
1.0
Normalized 3 ~ AT s
amplitude = v \vl\vl b4
=1

25-35 Hz
Definition = 1.2
Resolution = 16 ms

2 Autocorrelation

16

\
ofAN \A“ ”\MI\A
el YT
@ s

-02 01 0.0 0.1 0.2
Time, ms

15-45 Hz
Definition =7.8
Resolution = 16 ms

3 Autocorrelation

16 n

-16
-32

15-30 Hz
Definition 2.3
Resolution =22 ms

central frequency. Figure 3-20b illustrates a sweep with
a constant bandwidth of 1 octave (constant definition)
as it is moved upward through the frequency range so
that the central frequency increases (i.e., from 22.5 Hz

to 60 Hz).
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Autocorrelation

A/\AA I\I\/\I\

N WAN \ ’ AA S ALA
-02 -01 0.0 0.1 0.2
Time, ms

10-50 Hz
Defi tion= 32

32

16

Am litude, ¢
bits x 10-3

-32

Reso tion="ms
utocorrelation

AAA AA A
4 \IV \ad

v

-02 -01 00 0.1 0.2

Time, ms

0.0

20-4 Hz
efinition =2.3
R solution =17 ms
1.0

0.0

Figure 3-20. Definition and resolution of sweep signals. (a) Definition increases with bandwidth (examples of constant
central frequency shown). (b) Resolution increases (value in milliseconds decreases) with increase of central fre-
quency (examples of constant bandwidth for a single octave shown).
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3221 Source interaction

A group of vibrators is generally used to provide seismic
energy at depths of interest. When multiple vibrators
are placed in-line with a separation between baseplates
of at least 10 m, tests have shown that the “quiet” vibra-
tor picks up energy from the “active” vibrator at a level
of —50 dB below the active vibrator’s local accelerom-
eter signals; this is an insignificant level of interaction.
However, if vibrators are closely positioned side-by-side,
and only spherical spreading is assumed, the increase
in energy is about +40 dB. Note that phase variation
related to the different control systems and to the propa-
gation delay between vibrators would lead to additional
degradation of signal control.

Normalized
amplitude

Freque cyI

Time 5

LI J

3222 Sweep types

The signal input into the Earth is an applied force, usu-
ally sweeping upwards from a low frequency to a high
frequency, for example, from 8 to 96 Hz. The sweep is
often a simple linear function of time and lasts about
8 to 12 s. More complex spectral characteristics and
sweep durations are possible and may be specified in
particular projects (Fig. 3-21). Low- and high-frequency
output is normally limited by hydraulic and mech nical
performance of the vibrator. Low-frequency r cording
is typically reduced even further by the perform nce of
the geophone sensors, whereas high-frequency record-
ing is limited by the highest frequency that is reason-
ably expected to be transmitted thr ugh the Earth in
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Figure 3-21. Different types of sweeps: (a) linear upsweep, (b) linear downsweep, (c) tapered linear upsweep,
(d) tapered nonlinear upsweep, (e) phase-inverted, tapered linear upsweep, and (f) tapered linear upsweep
with different phase characteristics. (g) Linear upsweep characteristics are shown in the frequency domain.
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this location—the Earth acts as a high-bandpass filter.
Sweeps are typically tapered at both ends to ease the
hydraulic functionality of the vibrator.

Linear and nonlinear sweeps

Standard vibroseis signals are used for the vast majority
of applications. According to sweep (a) in Fig. 3-21, the
frequency varies at a constant rate in linear sweeps; this
maintains the same level of amplitude throughout the
shaking time. Both the imparted and autocorrelated sig-
nals have a flat amplitude spectrum. Linear sweeps find
their limitation when the noise level at depth of interest
critically approaches the signal level. Increasing the

(a) f A

.
-
~~~~~
-
-

Component Signal-to-noise
amplitude ratio

(c)

Sig al-to-no se
r tio

Component
amplitude

bandwidth while keeping the same sweep length would
render adverse effects, such as a worse signal-to-noise
ratio (SNR), whereas longer sweeps would improve SNR
at the expense of operation inefficiency (Fig. 3-22).

Ideally, an efficient sweep would maintain constant
SNR bandwidth over the entire spectrum (Fig. 3-23).
That is the concept behind the nonlinear sweep. In a
nonlinear sweep, vibrators sweep slowly through the
frequencies that needed to be strengthened and more
rapidly through those where sufficient strength has be n
achieved. Figure 3-23 compares nonlinear sweeps with a
linear one.

(b) fmin
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ratio
Component
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(d)
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Figure 3-22. Effects of swe p freque cy and sweeping length on output signal-to-noise bandwidth: (a) original sweep
bandwidth and length (b) inc eased bandwidth but same sweep length causes the signal spectrum to fall below the
noise because les time is spent at each frequency, (c) increased bandwidth but twice the sweep length brings the
original bandwidt back to ts original level, and (d) desired signal-to-noise bandwidth achieved by sweeping much

more thantw ce as nga the original.
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Figure 3-23. (a) Linear sweep compared to an ideal, more efficientsweep. ( ) Comparison of a linear sweep
(0 dB per octave) with nonlinear sweeps (positive and negative ' B per ctave).

High-productivity sweeping techniques

Rig time is costly for operating compani  Coll cting data
in a drilling well costs rig time and increases risk of failure
because the reservoir is exposed to wellb re fluids and the
openhole well section may becom unsta le.

HFVS™ High Fidelity Vibr tory Seismic (developed
by Mobil Corporation) a d the echnique of Cascaded
Sweeps™ radically al er th time frame in which land
borehole seismic data is acquired. In the HFVS tech-
nique, particularly v luab e in multioffset surveys, all
source position are swept simultaneously with identical
sweep parameters ex ept that a unique phase rotation is

44

applied to one location (Fig. 3-24). The cascade sweep-
ing technique, on the other hand, is created by linking
together sweeps of a conventional sweep cycle series.
The concatenated components, or segments, that make
up cascaded sweeps are identical except that a unique
phase rotation is applied to each segment (Fig. 3-25).
The HFVS technique enables the seismic crew to
acquire multiple source positions simultaneously on a
single descent into the well, which otherwise are acquired
sequentially in conventional borehole seismic operations.
Cascade sweeping technique reduces operating time dra-
matically by eliminating downtime between sweeps.

Schlumberger



Figure 3-24. |dealization of HFVS acquisition. Note that lower truck (c) shakes with the same sweep,

but phase (¢) is rotated.

Sweep

Sweep o, Sweep 0,

Sweep

Sw ep

Listen Liste Listen
Reset Reset

Listen

Sweep 0y

Figure 3-25. Schematic representation of the a cade sweeping technique.

The HFVS and cascade tec niques use inversion,
not crosscorrelation, to ext et th sei mic signal from
the recorded sweep. Each trace recorded downhole is
inverted using the ground f rce recorded in each vibra-
tor; this extracts each downhole trace for each source
position recorded. Occas onally, because of this inver-
sion technique the h gher frequency harmonics can
be included. This is how bandwidth broader than the
sweep an sometimes be obtained. Figure 3-26 shows
seismic data gathered with conventional and HFVS
sweeping techniques.

S ip sweeps is yet another technique that has been
used for many years in the surface seismic industry to
increase productivity by enabling data recording from
a series of overlapping sweeps from different groups

Fundamentals of Borehole Seismic Technology m Field Technology

of vibrators. This technique, as illustrated in Fig. 3-27,
requires continuous downhole recording and subse-
quent shot separation and sorting in data processing.
Data degradation caused by harmonic contamination
(which was a major constraint in the past) is elimi-
nated with this technique by using SHARP* Slip-sweep
Harmonic Removal Procedure, which is a patented
WesternGeco technology.

The concept of MD Sweep* design methodology
(MD - maximum displacement) that provides the most
energetic low frequencies possible from the vibrator
(proprietary of WesternGeco) has also been long dis-
cussed in the surface seismic industry. Only since
very recent advances in vibrator technology (Fig. 3-17)
became available has this type of sweep become
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Figure 3-26. Example of depth-migrated images for one of the far-offset VSPs at a field tes acqu red
with the conventional vibroseis method and with the HFVS method. The lateral image spani 2,000
(From Moldoveanu et al, 2000; used with permission.)
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reality. The MD Sweep technique outputs the required
ground-force power spectral density without spending
more time than is necessary to generate the critical low
frequencies (Fig. 3-28).

A borehole seismic survey using any high-productivity
technique is a highly specialized service. It requires
a minimum of two, ideally four, vibrators, which may
require tuning equipment beyond the vibrator's normal
specifications. Operations require a great deal of “book-
keeping” to ensure that the downhole data and vibrator
information are synchronized. From the geophysical
point of view, if the ground is not representative of the
far-field signatures, the deconvolution applied in data
processing is not correct, and a harmonic ghost may
contaminate the data, typically at late arrivals.

(a)

Power spectral
density, dB

32.2.3 Vibrator description

A vibrator source consists of a baseplate, which is
pressed down on the ground by the weight of the truck.
A dual-acting piston inside a large mass is mounted
above the baseplate with a hydraulic system to drive this
mass up or down relative to the baseplate (shown sche-
matically in Fig. 3-29). The force on the mass and on the
baseplate is constantly controlled by a feedback system
to maintain the output force in-phase with the efer-
ence signal generated by the electronic signal generat r
(schematically shown in Fig. 3-30).

The conventional vibrator unit generates ver ical
force at the Earth’s surface. For most recording geom-
etries, this would be regarded as a compr ssional-wave
source because, for points beneath the vi rator, the par-
ticle motion of the propagating wavefield is longitudinal.
At large angles to the vertical, the source is also generat-
ing strong, vertical shear (SV) waves and much weaker
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Figure 3 28. Comparison of MD Sweep methodology with conventional linear sweep method. The power spec-
tral density comparison (a) and the results of both methods shown in surface seismic sections (b) were acquired

on the same line using the same parameters.
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Figure 3-29. Vibrator schematic (left) and functionality (right). The reaction mass is accelerated upward
and downward relative to the base plate to produce a fluctuating force signal in the Earth.
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Figur 3-30. Schematic of vibrator hydraulic actuator with reaction mass: (a) reaction mass moving up (piston
conn cted to baseplate moving down), (b) representation of reverse cycle. Hp = high pressure; Lp = low pressure.



A variation of the basic vibrator system—the spe-
cial shear-wave actuator—is used to generate seismic
shear waves at the surface. By rotating the reaction
mass through 90 degrees and placing a shear-wave
attachment at the base plate, as shown in Fig. 3-31, a
horizontal, or shearing, force can be imparted to the
surface. Shear-wave vibrators are specialized equipment
available through a limited number of vendors.

Reaction mass

Shear-wave attachment

Figure 3-31. Special equipment: shear vibrator baseplate attachment.

3224 Vibroseis controllers

The Advance III Vib Pro™ servo-hydraulic system
(Fig. 3-32) typically consists of one encoder unit and
multiple decoder units. Each Vib Pro unit can be con-
figured as either an encoder or decoder. The encod r
is typically connected to a seismic recording sys m,
and the decoders are each installed in a servo hydrau ic
vibrator. Additional GPS functionalities pr vide source
positioning and remote triggering of downhole equip-
ment recording, which are particularly important when
acquiring walkaway and 3D VSP surveys Detailed infor-
mation on vibroseis controllers is available directly from
the manufacturers.

» VIRPRO &«

AVA

Figure 3-32. Pelton Vib Pro encoder. (ION Geophysical Corporation,
2008.)
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3.2.3 Other sources

Dynamite is a cost-effective and compact commodity
that produces a high-energy pulse with very desirable
spectral characteristics. To preserve high-frequency
content in surface seismic acquisition, dynamite is usu-
ally deployed in shot holes drilled below the weathering
layer to a depth of 10 to 20 m.

Dynamite is lightweight and portable, thus making
it ideal for moving-source geometries such a walk-
away lines in difficult or wet terrain. However, th
handling and loading procedures for explosives a e very
stringent to minimize environmental impact, security
risk, and health risk. Safe detonation distances from
structures and pipelines, dependent o  charge size and
depth, are computed based on a knowledge base built
from extensive worldwide exp ri nce

The requirement for VSP work is usually to gener-
ate a large number of shots at the same point on the
Earth’s surface while the recording tool is moved up the
wellbore. Both the amplitude and frequency content of
these shots sho 1d be a similar as possible; therefore,
the explosive should be detonated in nearly identical
conditions for e ¢ shot. Two methods are commonly
us d to achieve this. One is to predrill an array of shot
holes and fire them sequentially as the tool moves. This
has two drawbacks: it requires a large number of holes
for a deep well, and there is the risk that the signa-
t re rom different holes may be different. If a survey
requires 100 shots, this might be a 30 m x 30 m grid with
3 m between shot holes, over which near-surface ground
conditions may significantly vary. Additionally, each shot
will have a slightly different static correction associated
with it owing to depth, fill material, and position, which
will degrade the repeatability of the source.

A second, and preferred, approach is to drill a
large-diameter hole at the desired location, case it,
cement the casing in place, and then fill this with
water. Charges can then be lowered into the hole and
detonated. This has the advantage of maintaining a
consistent environment in which to explode the dyna-
mite. Operationally, care must be taken to maintain
the water level in the borehole and to maintain a con-
sistent depth at which the charges are exploded. Small
charges and a large hole diameter will help to extend
the life of this velocity barrel.

3.2.4 Safety recommendations and environment

Borehole seismic jobs entail the use of explosives,
heavy tools, high-pressure air or hydraulics, and
remotely operated equipment. Failure to follow estab-
lished seismic procedures presents high risk of a
catastrophic incident.
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Quality, health, safety, and environmental (QHSE)
considerations are fundamental to the design of bore-
hole operational procedures. Schlumberger makes full
use of the advanced technology and proven procedures
developed and applied worldwide by WesternGeco for
surface seismic operations, particularly as they relate to
source deployment; to determination of safe operating
distances from rigs, vessels, structures, and pipelines;
and to minimization of environmental impact.

Itis critical for all personnel involved in seismic opera-
tions to follow stringent QHSE guidelines and recommen-
dations to conduct operations as safely and efficiently as
possible. Substitution of equipment and materials in
seismic operations should not be made by using inferior
products that may not be intrinsically safe. Responsible
operators use both equipment and procedures that
adhere to highly demanding international test stan-
dards and seismic industry best practices. Schlumberger
performs continual monitoring and revision of these
standards during auditing processes as part of its Quality
Management System (QMS).

3.3 Wireline seismic tools

The design of acquisition hardware for VSP is in continu-
ous evolution. Materials and manufacturing processes
improve, electronic components become smaller and
more integrated, and data quality and precision require
ments become more stringent. At the same time, market
shifts dictate changes in the direction of the tool design
as a function of demand.

1988—CSI* Combinabl Seismic Imager
137.80in

3.3.1 VSl Versatile Seismic Imager

For Schlumberger, the foundation for high-quality seis-
mic data from the borehole lies with the VSI Versatile
Seismic Imager tool. The VSI tool is the product of
the market pressures and design improvements that
resulted in the progression of old-generation seismic
tools into the modular design concept of the modern VSI
tool, which can be used both in cased and openhole envi-
ronments. Comparison between different Schlumberger
seismic tools is shown in Fig. 3-33. Note tha the tool
diameter is substantially less than in previous s ismic
tools, which improves the serviceable mark t by as
much as 25.5 mm, and in particular, pro ides a cess up
to a 70-mm hole with a fully featured seismic tool. The
outside diameter (OD) of a standard VSI ool is 85.7 mm;
in slim configuration, the OD is 63 5 mm.

The VSI tool is design d to service both the simple
borehole seismic applications and the large-scale, com-
plex applications with the same hardware. This is largely
because of its modul r design that accommodates 1 to 40
shuttles (the tool section carrying seismic sensors),
which allows a d stribution of sondes through a large
survey area. Conventional seven-conductor logging
ca le—heptacable—allows changes in spacing between
the shuttles and easy maintenance. An alternative
int rshuttle connection is possible with solid spacers.
Such tool can be deployed on drillpipe in poor bore-
hole conditions or in horizontal wells.

Figure 3-34 shows the modular design concept, and
Fig. 3-35 shows a photograph of a shuttle and a sketch
of its overall layout. The expandability of the number of

C T

1990 ASI Array Seismic Imager
46.02in
14.49in

24 41in

2000—VS| Versatile Seismic Imager

| 956in

77in

e —

11.42in

Figure 3-33. Historical evolution of Schlumberger seismic tools. The modern VS| tool combines features of its pre-
decessors: size and bridle interconnection between shuttles from the ASI* array seismic imager, and decoupled
sensor package and caliper-actuated anchoring system from the CSI* combinable seismic imager.
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shuttles is one of the most exciting features of this tool. B passive-monitoring surveys

Large arrays create possibilities for ® simultaneous acquisitions with surface seismic.

m full-aperture-imaging surveys As with the previous-generation tools, the 3C geo-
m large-depth-range anisotropy surveys phone package is decoupled from the sonde body, and
m full AVO calibration surveys a shaker is incorporated to evaluate the geophone cou-

pling response. The sensor elements are wide-bandwidth

Telemetry
Gamma ray
tool
N 20 shuttles
i at 50-ft
VSl cartridge o2tk oacing
Flexible T
interconnecting| |\
Sensor shuttle cable or stiff
with geophone bridle \

accelerometer

Single-sonde
module

4,000 ft;
40 shuttles
at 100-ft
spacing

Three-component
accelerometer
module

Figure 3-34. The VSI tool. Elements of a VS| tool (top) add flexibility
for field deployment as a basic toolstring (bottom left) or as a very )
large VSI array for 3_D -VSP surveys (bottom right). (From Hope 1
ste ranln ;ss:ﬁ )thls graphic is copyright Schlumberger, Ltd. Used with Figure 3-35. VS| modular shuttle.
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geophone accelerometers—GACs. Figure 3-36 shows which provides the most stable contact in boreholes. An
how the sensor is decoupled from the main tool body in situ shaker test is shown in Fig. 3-37 to illustrate the
and shows the three-point contact in the sensor package, importance of this feature on a borehole seismic tool.

Telemetry

Shaker

Isolating
springs

Array of
receivers

Main sonde Is lator s ring Congact
housing point
VS| sensor = =
package
Anchoring force

|

Isolation

Decoupling

Figure 3 6. VS| tool with sensor module. The sensor module contains a GAC 3C geophone system, pre-
ampli ers, and a shaker. The middle illustration depicts how sensor decoupling is achieved in the tool.
A ph tograph (bottom) of the VS| sensor housing shows the three-point contact (green ovals) achieved
inthe b rehole for superior data quality.
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Figure 3-37. Results of a VSl tool in situ shaker test. The theoretical response ses a perfectly coupled
geophone model; the typical response is a real response from a well-coupled g ophone. If there are
resonances in the coupling system within the excited bandwidth, they are visibl as peaks on the
amplitude spectrum and as departures from the linear response in the me domai  This example

shows good coupling between geophone and borehole.

33.1.1 Equipment and specifications

As shown in Fig. 3-34, the downhole equipment includes
a VSI power cartridge, which controls the power supply
for the cartridges and shuttles. The controller ar-
tridge includes the tool controller and th shuttle
motor power supply. The shuttles are e nipped with
three orthogonal geophone accelerometer detectors
installed in a small sensor package that is acousti-
cally isolated from the main sonde body. A single
arm provides the anchori g forc for the shuttle. The
coupling between th forma ion and the sensor pack-
age is achieved by springs. The VSI tool provides high-
speed transm ssion f high-quality multicomponent
information from the downhole tool to the surface
acquisition system. Shuttle interconnect spacing, using
either cables or stiff bridles, can be customized to a
maximum length of 50 m.

The VSI tool can be directly combined with a gamma
ray (GR) sensor or casing collar locator (CCL) for depth
control purposes and combined with other special equip-
ment such as the tractor or gyro. In terms of surface
equipment, the VSI tool communicates to acquisition
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computers by means of a modular interface. External
trigger boards are also available to receive an external
trigger signal coming from the shooting system to signal
the VSI tool downhole to start recording. This capabil-
ity is especially useful in large walkaway surveys, 3D
VSP surveys, and simultaneous acquisition of borehole
and surface seismic data. The VSI tool also features
GPS-controlled surface acquisition boards, which can be
used for synchronization of simultaneous recording sys-
tems, for example, those of various VSI tools and surface
seismic equipment.

Table 3-2 shows the specifications of the VSI tool. The
tool has an 85.7-mm OD in standard configuration, with
standoff and acoustic isolation springs to give the best
acoustics performance. The VSI tool can be slimmed
down to 63.5 mm by removing standoffs and isolation
springs, which may limit its acoustics performance. The
tool has been used successfully in borehole diameters
ranging from 76 to 560 mm. It is light and withstands
most logging environments; it has an upper operating
limit of 175 degC and 20,000 psi. A VSI tool that can
operate at 25,000 psi is also available.



Table 3-2. VSI Tool Specifications

Max. number of shuttles

20; 40 in newest series

Max. temperature

350 degF [175 degC]

Max. pressure

20,000 psi [1,360 bar], standard; 25,000 psi [1,700 bar] for
high-pressure version

Tool OD

3% in [85.7 mm] standard; 2% in [63.5 mm] for slimhole version

Anchoring hole size

3%-22 in [88.9-558.8 mm]

Intershuttle spacing

8-100 ft, 150 ft in special applications

Sampling rate

1,2, and 4 ms, 0.5 ms in special applications

Combinablilty

Gamma ray and casing collar locator, standard; all other wireline
tools by special switch

Cartridge length

20.9ft [6.37 m]

Cartridge OD

2V2in [63.5 mm]
2.6 in [66 mm] for 25,000 psi [1,700 bar] high-pressure versio s

Shuttle makeup length

6.4 ft [1.96 m]

Cartridge weight

190.8 Ibm [86.5 kg]

Shuttle weight

706 Ibm [32 kg]

Sensor package
Sensitivity

Three omnitilt geophone acceler meters; one shaker
>0.5V/G 5%

Natural frequency

20-Hz flat bandwidth in ac’ elera io  2-200 Hz

Dynamic range

> 105 dB (at 36-dB gain)

Distortion <0.15%

Digitization 24-bit ADC

Length 11.4in [290 mm]

Weight 6.41bm[2 kg]

Coupling force 639 1bf  11.01bf[284.4 N +49.0 N]
Coupling force-to-sensor weight ratio ~ 10:

VSI sonde mechanical strength
Standard compressive

5,0 01bf [22,241.1 N] standard; 10,000 |bf [44,482.2 N]
w th TLC* tough logging conditions stiffener

Standard tensile

18,000 Ibf [80,068 N]

VSl cartridge mechanica strength
Standard compress e

10,000 Ibf [44,482.2 N]

Standard tens e

43,000 Ibf [191,273.6 N]

Well deviati

No limitation

Stiff brid  spacin

49,61t [15.12 m]

Sti f bridle 0D

2V in [63.5 mm]

Stiff brid e mechanical strength
Standard compressive

8,000 Ibf [5,585.8 N]

Standard tensile

40,000 Ibf [177,928.9 N]
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3.3.1.2 Seismic sensors

Most geophones traditionally used in the seismic indus-
try respond to low natural frequencies and can be
used only within very limited tilt angles; hence, the
upper limit of frequency response (spurious frequency)
is reduced.

Schlumberger uses the proprietary GAC sensor,
which has been designed to address the limitations
of conventional geophones. The GAC is a moving-coil
accelerometer, featuring a light, moving coil suspended
in a strong magnetic flux field. The mechanical structure
is similar to a geophone. The GAC has a flat frequency
response from 3 Hz to 200 Hz, with any angle of tilt,
and superior sensitivity up to 800 Hz. In contrast, the
natural frequency range of geophones used in most
tools for borehole seismic acquisition has limited, lower
frequency response (Fig. 3-38). In the VSI tool, the use
of GACs results in small, light sensor packages that
deliver unsurpassed coupling and vector fidelity. In
addition, the industry-unique decoupled sensor package
that houses the three-axis geophone is designed to keep
all tool resonance outside the useful frequency of the
seismic signal.

High-bandwidth capability in the tool gives us the
potential for more accurate break-time picks. The detec-
tion of low-frequency events is important for seismic
inversion and enhanced deep imaging.

The detected signal at the GAC is passed through
the analog-to-digital conversion and decimation filters
located in each shuttle; then it is transmitted to the
cartridge. The sampling interval can be 0.5, 1, 2, or 4 ms.
Communication within the tool and with uphole equip-
ment is activated as soon as the tool is powered up and
runs continuously. The data are temporarily stored in
memory, and the software running in the surface acqui-
sition system instructs as to which portion of data is to
be sent uphole via digital telemetry. Precise synchro i-
zation is achieved by knowing the downhole s mpling
events in relation to the telemetry frame

3.3.2 Slim hostile-environment tools

The maximum ratings of the standard VSI tool are
175 degC and 20,000 psi. It is normal however, to find
borehole temperatures ex eeding 200 degC in some
parts of the world. Schlumberger has available slim tools
(42.9 and 85.7 mm OD) that can withstand temperatures
up to 260 degC Thes tool have been used extensively
throughout the world to successfully acquire checkshots
and VSPs in envi onments with temperatures exceed-
ing 230 degC. The analog nature of this type of tool,
however, dictates that the acquired data is prone to
noise. Nevertheless, simple filtering techniques can help
improve the data quality as shown in Fig. 3-39.

VSl sensors

Conventional sensors

5
[

0

Normalized -5
amplitude,

dB -10

-15

-20

0 10 100 1,000

Frequency, Hz

igure 3- 8. Respo se of a VSl tool GAC sensor (red), flat from 3 to 200 Hz. The ability to record frequencies
b low he 10-Hz lower limit and above the 100-Hz upper limit of traditional borehole geophones (blue) allows
the Sl tool to record wide-bandwidth data for high-resolution images. (From Arroyo et al., 2003; this graphic

is copy ight Schlumberger, Ltd. Used with permission.)
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Figure 3-39. Data example from a high-temper ture a alog tool. Black line indicates data acquired without
noise-reduction filter. Red line indicates data acqu ed at same depth with noise-reduction filter. Note effective
suppression of 60-Hz electrical noise and 50-Hz mechanical noise (machinery), whereas the spectral shape
remains unchanged. Data obtained in outh Lo siana with a slim hostile environment seismic tool in a well

15,000 ft deep with bottomhole temperatu es ex eeding 395 degF.

3.4 Acquisition software

Real-time qual y control of the seismic data acquired at
the wellsite remains one of the most important factors
in'a VSP job The acquisition specialist has to recognize
problems with he data during the job to be able to take
imm diate corrective actions. It would be too late if
the problem were to be discovered after the job. In a
VSP survey, the change in source signature during a
survey can have a detrimental effect on VSP processing,
and this can happen even when the surface hardware
or downhole tools are apparently working fine. Without
real-time log quality control, subtle changes could
go unnoticed.
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Key QC checks are

B source signature, both surface hydrophone source
signature and downhole tool source signature
(similar checks are available for sweep QC when
using vibrators)

® consistent timing at both ends (i.e., time breaks),
surface and downhole waveforms

B noise control, both environmental and tool noise
(Fig. 3-40).
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Figure 3-40. Interactive acquisition QC and data visualization panels that are used to monitor data quality and VSI tool
performance: (a) tool evaluation QC, (b) shaker test indicates good coupling to formation (note: second shuttle, from
top to bottom, shows less that perfect coupling), (c) shot QC compared with actual downhole recording, (d) multicom-
ponent downhole data visualization, (e) wavefield QC, (f) time-arrival curves and preliminary formation velocities, and
(g) observer notes.
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3.4.1 Seismic source tests

Ensuring that the source characteristics remain con-
stant throughout the seismic operation is fundamental
for borehole seismic data quality. In the case of airguns,
the following parameters should be monitored: gun-
cluster tuning error, which shows whether the guns are
tuned properly and whether one gun has dropped out;
airgun pressure, which should be consistent throughout
the job (variation range of 5%—10%); and airgun cluster
depth, which directly affects the data quality by affect-
ing the ghost reflection and the bubble period. When
the TRISOR system gun controller is used, detailed,
real-time QC is available at the wellsite, which includes
plots of the gun sensor waveforms, tuning errors, gun
pressure, and gun depth as shown in Fig. 3-41.

In the case of vibrators, two main checks are per-
formed to ensure data quality: vibrator radio similarity
test and vibrator force output test. The main function
of the radio similarity test is to verify that the vibrator
is putting into the ground the correct timing, start/stop
frequency, and sweep length. Sweep waveforms should
be clear and recorded in their full length without satura-
tion or noise. Similarity checks should show zero-phase
Klauder wavelets in crosscorrelated vibrator surface
signals (e.g., radio reference versus true reference). The
correlation waveform should be a clean sinc unction
with flat spectral amplitudes and a zero-phase spectrum
across the swept frequency range (Fig. 3 42).

(a) 0 (b) TRISOR Tuning Error (c) Amplitude QC Plot (surface)
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Figure 3-41. Seismic-source QC data. When a conventional hydrophone is used, the signature of the surface sensor (a) is
monitored. If the TRISOR system is used, other QC information can be displayed, such as tuning error (b), amplitude and
acquisition gain of surface sensors (c), both of which are ideally kept constant during the survey, gun depth QC (d), and gun
pressure (e), which should not vary drastically to maintain a constant source signature.
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Figure 3-42. Vibroseis QC data: on the left, typical linear sweep (blue) and auxiliary surface-channel display (ground f rce,
curve in black); on the right, consistent clear-sinc sweep function across all shots acquired for a stack.

3.4.2 Downhole tool tests

Thorough checks can be carried out on the complete
downbhole tool using electronics built into the VSI tool, and
the results are part of the end-user final report. Table 3-3
presents the downhole checks for the VSI tool, which

Table 3-3. VSI Tool Diagnostic Checks

consist of a series of interna electronic tests performed
for each shuttle and each axis.

The main factor ffecting the fidelity of the response
of the recorded downhole signal is the nature of the
coupling between the geophones and the formation,

Test Description

Item Evaluated

Value or Tolerance

Electrical noise low test

DC offset 0+ 100 mV
rms noise le | <05uv
N se pea <2uV
Electrical noise high test
D offset 0+ 100 mV
rms noise level <05uv
Noise peak <2uV
Electrical distortion test Total harmonic distortion <-90dB
System dynamic range test System dynamic range > 103 dB
Amplifier gain tests (done  rthe
gains =2, 4,8, 16, 32)
Gain accuracy 0+05dB
Gain step accuracy 0+05dB

Crosstal test(d ne separately for the axes
X y, and zto compare each with the
re aning two channels)

Crosstalk of the channel

being tested compared with

the other two channels

<—90 dB for each channel

Impulse response test

Amplitude (0.3 Hz)

-5dBto0dB

Amplitude (400 Hz)

-5dBto0dB

Impulse amplitude

Value mentioned — no tolerance

Phase difference at 0.3 Hz from X1

Value mentioned — no tolerance

Fundamentals of Borehole Seismic Technology m Field Technology
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which may involve casing and cement integrity. The tool
allows the quality of this coupling to be evaluated while
it is in the anchored configuration, immediately before
or after acquiring a seismic record. In the case of poor
coupling, the tool can be moved a few centimeters to
improve coupling.

A known mechanical signal is input to the sensor
module by a shaker, and the response of the 3C geo-
phone is then recorded and analyzed. The input signal
is a linear upsweep from 0 to 150 Hz. Some illustrative
shaker responses are shown in Fig. 3-43. The ideal
response for a well-coupled geophone is a sweep in
which amplitude increases linearly with frequency. If
poor coupling exists, the recorded shaker-induced time
domain trace will show anomalously high amplitudes as
the sweep passes through resonant frequencies, and the
amplitude spectrum will show spikes at these frequen-
cies. This test can be used to decide whether the trace
recorded at a particular level is the best that could be
obtained or if it would be worth trying to re-anchor or
move the tool to realize a better tool plant.

In the VSI tool, the sensor package is decoupled from
the main tool body; the advantage of this feature can be

Recorded Traces

seen in the tool response to tube waves. Tube waves
propagate from the source to the wellhead as ground roll
and then travel down the interface between the wall of
the wellbore and the fluid in the hole. Tube waves
travel slowly and are usually inadequately sampled and
of varying amplitude from receiver to receiver. They
can only contaminate a vertical-component geophone
record if there are resonances in the coupling system
within the seismic bandwidth (Wuenschel, 1988) To
illustrate this point, a record obtained with the CSI*
Combinable Seismic Imager (a Schlumberger p evious-
generation tool) is used. This tool offered the opti n to
mechanically decouple the senso  from the tool body.
A seismic trace recorded in a well ith the geophone
module retracted into the tool (Fig. 3-44) shows a
strong tube wave contaminating the d ta at later times.
The sonde is clamped in he well, and the geophone
module can be considered part of the sonde body for
this trace. If the module is extended against the bore-
hole wall, whi h is he normal operating configuration,
the resulting tr ce shows no tube wave energy because
there are no resonances in the coupling system for the
extended-module onfiguration.

Shaker Response

1,000 F¥= X I I -
{ﬂ_‘; Tt t ] | '. ) -
i ‘
i 1 ‘_1'
= :
2,000 I
1
enarlls
Depth, m b= -
L_L | |
- |
i~ - |
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L& I g L
3275 [ v, It 2
1 2 1 2
Time, s Time, s

[ 1Poor coupling

Figu e 3-43. Real-time wellsite assessment of VS| shuttle anchoring quality. For each tool level, the shuttles are anchored
to the b rehole. Quality of the shuttle-to-borehole coupling is tested by activation of a shaker within each shuttle. If the
shuttle is not anchored adequately (yellow shading), response to the shaker (right) is irregular, and recorded traces (left)
contain noise. Here, data are displayed with equidistant trace spacing, although these data were recorded with variable
receiver spacing. (From Arroyo et al,, 2003; this graphic is copyright Schlumberger, Ltd. Used with permission.)
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Figure 3-44. Amplitude versus time data for the CSI tool sensor module, with normal operation shown in e lower trace

(extended module). The CSlI tool is designed to have low sensitivity to noise and tube waves becau

he se sor module

is decoupled from the tool body. This concept was successfully implemented in latest-generatio tool such as the VSI
tool. Acoustically isolated from the tool's body, the decoupled sensor module of the VS| too acqure high quality triaxial
data unaffected by the coupling and modal resonance that causes distortion in one-piece too s. Sch mberger is the only
seismic acquisition provider using the decoupled-sensor technology.

3.4.3 Data display, output, and delivery

The VSI acquisition software allows basic data pro-
cessing and display of seismic traces for QC purposes
Figure 3-45 shows the sequence of the front-end data
handling for both data acquisition display and outp f.
The data shown in the “Raw shot tab” is the actual raw
data received from the tool; no manipulation s made to
the data. This is used to evaluate acquisitio parameters,
such as acquisition gains, and hardw e pe formance,
such as the coupling condition.

When impulsive sources are used, th raw shot data is
divided by acquisition gains and followed by the sensor
transform applied to the downhole hannels. The sensor
transform changes the G C response (acceleration) to
the conventional geophone response (velocity). Break-
time detection is applied to downhole channels by
correlating against the pil t sweep signal. The software
automatically detects whether it should use z-axis data
only or who e 3C waveforms for the time picking,

For Vibro eis data, acquisition gains are applied both

o surfa e and downhole channels, but sensor transform
is no applied to downhole channels. Break-time detec-
tion s applied to downhole channels by autocorrelation
against the transmitted sweep signal.

The shot data after sensor transform and time pick-
ing is shown in the “Shot tab.” The same data, but with
one axis selected, is also shown in the upper panel of
the “Stack tab.” This is intended for the side-by-side
evaluation of the last shot and last stack.

Fundamentals of Borehole Seismic Technology m Field Technology

Tra es are then selected for the mean/median stack-
ing eith r manually or automatically. By default, the
softw re selects traces (yes/no to stacking) based on the
coherency of the multiple traces. For instance, for five
shots at a station level, the similarity of those five traces
is calculated. The similarity calculation is based on the
coherency factor; 1.0 indicates a perfect match, and 0.0
corresponds to absolute incoherency.

The traces selected for stacking are then used for
mean/median stacking, Time picking of the stack data
completes this workflow. The stack data is displayed on
the lower pane of the “Stack tab” and is also accumulated
into the “Wavefield tab” in depth-sorted order.

Several types of data are created during acquisition:

m pure hardware digital data after analog-to-digital
conversion

m raw shot data, which is acquisition-gain compensated
and has sensor transform applied to it

® mean/median raw stack data using the raw shot data.

m wavefield data, which is data with basic editing and

processing applied to it (i.e., bad-trace removal,
band-pass filtered).

Data can be streamed continuously in real time and
sent to a remote host, which allows fast processing for
decision making and, in general, reduces the turnaround
of the end product to the user.
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Figure 3-45. Acquisition data processin  chain when impulsive sources are used.

3.4.4 Data processi' g at the wellsite

It is valuable to hav at { eld level a seismic processing
tool that allows editing and stacking of raw shot data
and the capabi ity to analyze, filter, and deconvolve
data  hrough the different processing steps to the
inal imaging of the subsurface by corridor stacks.
Schlumberger offers software that allows seismic
pro essing at two levels:

® A basic mode assumes that the user is a field spe-

62

cialist (i.e., has fair geophysical knowledge), where
a fixed, predefined VSP chain is set at startup. This
mode has several constraints whereby users cannot

change the processing chain, and variation of the
parameters is also limited only to the crucial ones.
Those features are intended to avoid unnecessary
complexity and human error. An example of a stan-
dard processing chain is illustrated in Fig. 3-46. The
example shows the same seismic dataset processed in
two ways, in the specialized processing center and in
the field.

The advanced mode is for field processing personnel
or geophysicists. In the advanced mode, users can
build any processing chain by adding or removing
processing, and by connecting or reconnecting data
flow in the process chain.
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3.5 Seismic acquisition while drilling

The seismicVISION* seismic-while-drilling service isanew
logging-while-drilling (LWD) system from Schlumberger,
designed to optimize drilling, reduce costs, and improve
safety. It is important to point out that this is not the
technology commonly known in the industry as “seismic
while drilling” that relies on passively listening to the
drillbit noise at the surface. The seismicVISION service
is the LWD implementation of conventional wireline VSP
technology with a surface seismic source and downhole
receivers. Achieving this has been an industry desire for
a long time, but the technical roadblocks that prevented
its realization have only recently been overcome.

The system offers measurements that can signif-
icantly reduce drilling uncertainty in environments
where risk and well costs are high. Key applications of
the seismicVISION service include placing the bit on the
seismic map, updating a velocity model for seismic pro-
cessing, predicting pore pressure, updating target depth,
and optimizing the landing of the well in a reservoir.

The seismicVISION service consists of a surface-
source control system and a downhole tool placed in the
bottomhole assembly (BHA). The seismic source is fired
during stand connections. The surface system is locked
into the satellite GPS atomic clocks to fire the seismic
source at precisely the desired times (Fig. 3-47). The

Surface system

source firing sequence is completed within the typical
connection times of most drilling operations, i.e., within
2 to 3 minutes. Therefore, shooting does not require
extra stops or rig time under normal conditions.
The downhole tool is 4.26 m long and weighs approxi-
mately 680-1,134 kg, depending on the diameter. The
tool is available in 17.15-cm, 20.96-cm, and 22.86-cm OD
sizes, and it is designed to work at 63- and 126-L/s flow
rates and downhole pressures up to 25,000 psi. The sensor
package consists of three orthogonally moun ed g o-
phones and two omnidirectional hydrophones (Fig 3-48).
The z-component points uphole along the tool axis and
the (x,, 2) components form a right-ha ded co rdinate
system. The geophones, located in the outer housing of
the tool, are specially designed and mounted to manage
the large G-forces applied to them while drilling and are
well protected from drilling abrasion wear, high flow
rates, and pressures (Fig. 3 49). The geophones couple
to the formation by the w ight of the collar. This is best
achieved for d viati n angle of 5° or larger, resulting in
high-quality wav form
The hydrophones are located under protective shields
on the exterior of he collar and do not require coupling
to the borehole wall to acquire good data. Instead, the
hydrophones respond to pressure changes in the drilling
fluids t at occur as the seismic waves pass through the

Source fires according to a
p edetermined time schedule

MWD
Seafloor
seismicVISION
R | 00: 00: 00:00

Time

Downhole system records data on the
same predetermined time schedule

Figure 3-47. Acquisition-timing diagram for seismicVISION service. Surface clock is locked to GPS; the rugged downhole
clock is synchronized with high precision to surface clock prior to running in hole.
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Figure 3-48. Schematic representation of the seismicVISION tool sensor section.

Figur 3-49. Sensor section of the seismicVISION tool with 3C
geophone orientation.

section of the well containing the tool, they compress
and expand the borehole. This, in turn, causes a transient
pressure change in the drilling fluid that is picked up

Fundamentals of Borehole Seismic Technology m Field Technology

by the hydrophones. At the same time, the geophones
record the motion of the tool as it moves together with
the orehole as the wave goes by. This combination sensor
p ckag allows the tool to be operational in all hole sizes
and angles, including vertical. Data have been acquired
through multiple strings of casing all the way up to, and in
some cases even beyond, the mudline.

The surface-downhole time synchronization is pro-
vided by an ultra-high-precision clock in the tool that is
synchronized to the satellite GPS system prior to going
downhole. The GPS clock is also used to fire the seismic
source with the surface computer system at precisely
the desired times. By this method, the tool and the
surface system maintain the same reference time, and
shooting and recording take place at predetermined
intervals, provided that certain tool logic conditions are
met. For example, the tool is preprogrammed to listen
for a source firing at every 15 seconds, starting on the
minute, if drilling has stopped. And the surface source
is fired exactly at these times (if desired) when there is
no drilling.

The seismic energy is produced from a conventional
seismic source such as a tuned airgun array that can
be used for rig-based or offset surveys on a boat. A pro-
prietary technique enables source activation and data
acquisition during drilling pauses when the downhole
environment is quiet. Suitable times to acquire data,
without impacting the normal drilling operation, are
during pipe connections, whether drilling ahead or
tripping in or out of the hole. The tool detects when the
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pumps are on, or when the pipe is being moved, and
then waits until the environment is quiet before begin-
ning acquisition. Each of the surface shots received is
acquired, and good shots are selected for stacking by a
patented technique that includes the repeatability or
coherence of the received energy. If the stack quality
exceeds a preprogrammed level, then the tool executes
a fully automated time-picking algorithm and calculates
a real-time checkshot value together with a quality
indicator for that checkshot. The stacked waveform, the
real-time checkshot times, and the quality indicators are
sent to surface using mud pulse telemetry.

Unprocessed or raw shot waveforms are written
directly to downhole tool memory. The tool is normally
set to record 3 seconds of multichannel waveform data
to memory at each level. Stored waveform data are
dumped from the tool at the surface after each bitrun,
thus enabling further processing and QC. The tool has
approximately 100 Mb of memory available for recording
waveforms; that provides about 7 hours of continuous
recording time if all four channels (components) are
recorded. Bitruns typically last longer than this; there-
fore, seismicVISION service uses several proprietary
techniques to prevent the tool from recording drilling
noise and yet capture all useful data.

After a connection is made, as the mud pumps are
turned on to resume drilling, the stacked waveform, time
picks, and a number of QC indicators are received at the
surface by the mud pulse telemetry system. The real-
time waveforms are first used to QC the tool time pi ks
and then are sent to the processing center for f rther
VSP processing, such as look-ahead imaging, The time-
depth data are used to display the well p siti n on the
seismic map at the wellsite or in the office.

The seismicVISION concept works without the limita-
tions of previous real-time seismic techniques. It has
been proved in a wide range of environments, including
all well geometries, wells deeper han 7,500 m vertical,
openhole and cased hole environments, hard and soft
formations, moored and dynamically positioned rigs,
unlimited water depth, and zero-offset and vertical-inci-
dence VSPs. The sei micVISION service is combinable
with all Schlumberger LWD tools.

Finally, seism ¢VISION service is not an across-the-
board r plac ment for the wireline borehole seismic. The

ool is s ick and, unlike a wireline seismic tool, does not
a tiv ly couple the geophones to the formation or decou-
ple hem from the tool itself. Consequently, geophone
data may not be of equivalent quality to wireline data and
lacks some frequency characteristics. The seismicVISION
tool has only one four-component (4C) sensor and cannot
be run as a multishuttle array; in this way, it is unlike the
wireline tool whereby multiple sensor positions can be
shot at the same time. Therefore, walkaway, or 3D-type,
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high-end reservoir characterization applications are likely
to be very time-consuming and expensive with this tech-
nology. Best-value applications are real-time rig-source, or
walk-above checkshot, and look-ahead for well placement
together with trip-in or trip-out shooting for highly devi-
ated wells to better plan the next bitrun.

3.6 Surface recording equipment
for real-time VSP acquisition

Figure 3-50 shows a schematic of the Drill Bit Seismic
system. It requires no special downhole eq ipment;
however, at present, it works best only with roller cone
bits. A multicomponent accelerometer is mounted on
the rig’s top swivel and is connected to the recording
system via the accelerometer cable. An array of either
hydrophones, geophones, 0 a combination of the two is
deployed beside the rig, gene ally at distances of about
1,000 m. An extens on - able connects the array to the
acquisition box s loc ted on the rig floor. The acquisi-
tion boxes digitize the receiver signals and send them to
the front-end proc ssor.

The front-end processor detects when drilling is
occ rring (as opposed to when the rig is circulating
drilling fluid, for example) and performs correlation
and stacking operations continually as drilling proceeds.
F eld processing is available once a sufficient amount of
data has been acquired.

3.7 Permanent monitoring

Permanent downhole recording systems represent a
breakthrough in borehole seismic tool technology and
open up much wider opportunities for borehole seismic
instrumentation and reservoir monitoring within the oil
and gas industry.

Deployed during the well completion stage, the sen-
sors are permanently coupled to the casing and can
record data continuously. Because these seismic sensors
have a fixed orientation, they provide ideal conditions
to perform repeated VSP (4D seismic). They can also be
used for reservoir monitoring to record the microseismic
events generated by the reservoir fractures.

One of the challenges of the permanent borehole
seismic technology is the flow noise generated by the
oil production, which dramatically affects the measure-
ment. The passive seismic system overcomes this diffi-
culty by deploying the Q-Lok (Omega Lok) tool, shown
in Fig. 3-51.

The Q-Lok tool is a mechanical C-spring that hosts
the seismic sensors. It is held in a compressed state
during the run-in-hole operation. Once the tubing is in
place, the mechanism can be released by elevating the
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pressure in either the tubing or the annulus or via a
hydraulic line. Once released, the Q2-Lok apparatus
clamps itself to the inside of the casing to effectively
couple the seismic sensors permanently to the casing,
and hence, to the formation. In addition, the Q-Lok
apparatus is completely decoupled from the tubing, and
hence, also from the production noise.

With the seismic sensors acoustically decoupled from
the flow noise and firmly coupled to the formation, the
noise floor is dramatically reduced, thus allowing the
detection of much smaller and more distant seismic or
microseismic signals.

The deployment system of the Q-Lok spring is located
on a mandrel (Fig. 3-52), which is assembled on the
tubing string as a regular joint.

The system is fully expandable by varying the number
of levels and their positioning along the production
string. Each level of the system uses a patented four-axis
tetrahedral sensor configuration. This allows real-time
QC of the data and provides a level of redundancy that
cannot be achieved using the traditional three orthogo-
nally mounted sensors. The system has been designed
so that it is capable of deploying geophones, micro-
electromechanical (MEM) accelerometers, fiber-optic
sensors, or other types of sensors such as pressure and
temperature sensors. The system is rated to 150 degC
and 10,000 psi.

Permanent monitoring systems finally enable con-
tinuous acquisition of high-quality active and passi e
seismic data in flowing wells for the entire well life.

F ur 3-52. The Q-Lok decoupling tool.
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3.8 Simultaneous surface and borehole
seismic acquisition
Combined surface and downhole seismic data acquisition
is undertaken by deploying a 3C, multilevel downhole
seismic tool in the well while surface seismic is being
acquired. The configuration is similar to a walkaway VSP
survey in which the multilevel tool is stationary and the
source is moved away from the well. The borehole acqui-
sition system is then remotely triggered by the surf ce
seismic recorder and fully synchronized by GPS.

In offshore seismic surveys, the TRILOGY on oard
data management system provides thre functi nalities
required in these surveys:

® The TRILINK module transmits all nec ssary signals
between source and acquisit on ess Is to the down-
hole recording system to acquire seismic data
simultaneously.

® The TRINAV* integrated navigation/positioning
system mod le p ovides all navigation commands
related to positioning of seismic sources and
surface record ng.

m- The TRIACQ* acquisition recording system module
enables real-time QC of navigation and acquisition
par meters.

Figure 3-53 shows schematically the setup needed to
acqui e seismic data simultaneously on surface and in
the borehole. The downhole tool is positioned to seismi-
cally illuminate the target horizons in and around the
well. The lateral extent of this illumination depends
upon the maximum allowable source offset, which gen-
erally is determined through seismic ray-trace modeling,
The 2D or 3D surface seismic acquisition geometry can
be adapted to shoot combined surveys.

Downhole acquisition not only provides a higher
resolution image, as compared with the 3D seismic
image, but also provides supplementary data to evalu-
ate the source characteristics. In addition, the down-
going multiples that originated at different horizons
can be recorded before getting reflected back at
target horizons.
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TRISOR element send sour e position and signature, respectively, to the MAXIS recording system after each shot.

Combined surface and downhole seismic acquisition
offers optim 1 data to study the seismic signal propaga-
tion effects; to estimate the quality factor @, vertical
velocities, and anisotropy parameters; to character-
ize he source signature in changing surface condi-
tions; and to evaluate the static variations at different
source positions.

The seismic data recorded in this combined con-
figuration is not only economically viable, as the same
source will be used in both the surface and the downhole
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acquisition, but is also helpful in validating the surface
seismic interpretation.

Careful planning for these surveys is a must.
Positioning of the communications equipment is critical
to this type of survey because the shooting vessel gener-
ates the acquisition trigger for each shot. Any shadowed
areas will result in missed shots or, at least, in missed
navigation information. Extensive testing should be con-
ducted to minimize the shadowed areas. Preparation to
handle a large amount of data should be considered not



only in terms of storage capacity but for consistency of
the data (i.e., coordinate systems, seismic data format).
The turnaround time for the gunboat between sail lines
is used to move the tool between the required station
depths to fulfill the survey needs as well as to back up
the acquired seismic data.

3.9 The Q-Borehole system

The Q-Borehole integrated borehole seismic system
optimizes all aspects of borehole seismic services that
have been discussed in this chapter. This includes ser-
vices during wireline operations and seismic operations
while drilling. It combines all aspects, beginning with
job planning, continuing through data acquisition, data
transmission, processing, and final interpretation.

The ultimate goal of the Q-Borehole system, part of
the family of Q* single-sensor seismic acquisition and
processing methodology developed by Schlumberger, is
to deliver high-quality, high-resolution, multicomponent
seismic data with accurate signal preservation, intelli-
gent noise removal, and optimum sampling in all surface
and downhole applications.

Superior seismic imaging is achieved through 3D pre-
survey planning and raypath modeling; improved down-
hole sensor coupling, isolation, and excellent vector
fidelity (as found in the VSI tool); accurate source posi-
tioning (SWINGS system); calibrated source with fully
characterized signatures (TRISOR source controller);
and real-time quality control. Figure 3-54 illustrates th s
as the Q methodology.
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Well Tie—Checkshot and

Zero-Offset VSP

Michael Jones and Alejandro Martinez Pereira

4.1 Introduction

Soon after the initial publications about borehole seis-
mology (post 1910), checkshot surveys were used to
determine the site-specific velocity from the surface to
a geophone deployed at a known depth in a well. During
a checkshot survey, a geophone attached to a wireline
is used to record the traveltime from the surface to a
known depth. Based on the analysis of borehole geophysi-
cal log depths, this simple concept was used to determine
the two-way seismic traveltime of a reflection event from
a stratigraphic unit at the level of the geophone.
Acquisition geometry of an incremental zero-offset
VSP survey is similar to that of a checkshot survey—the
surface source remains stationary, and the geophone
is moved to different levels within the well. Figure 2-7
shows the typical acquisition geometry for the basic
zero-offset VSP in which the source is located at or close

to the well. After the source is activated and a  cording
ismade at one level, the seismic tool is moved to the next
level and the procedure is repeated. As shown in Fig. 4-1,
the primary difference between the checksho survey
and the VSP survey is that VSP rec rdings are more
finely sampled in time and depth for incr ased accuracy
in wavefield evaluation.

4.2 Time-depth curve and velocity profile

The most fundamen 1 observation that can be made
from a borehole seismic survey is the time at which a
direct arrival reac es the downhole seismic receiver. If
a seismic receiver is positioned at the depth of a known
geol gical interface in the well, then the traveltime,
from a seismic pulse emitted at surface to that interface,
can e measured directly. Traveltimes are then used to
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Figure 4-1. Seismic display showing difference in recorded information obtained by a checkshot survey and a
VSP survey; generally data are recorded every 150 m and 15 m, respectively. An intermediate step is illustrated
as sparsely sampled VSP in which depth increments are of 30 m approximately. Note the different detail of
seismic information obtained at the different scales. Casing scheme is added to help explain the noisy traces as

a result of casing arrivals. (From Campbell et al., 2005.)
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determine velocity, which is calculated using the time
difference at which the seismic pulse arrives at the geo-
phones and the distance between receiver points. In the
case of impulsive sources, this requires picking the time
of the first energy arrival at the geophone. For vibrator
data, in which the embedded wavelet after crosscorrela-
tion is assumed to be zero phase, it is necessary to pick
the peak of that wavelet as the first arrival.

The use of seismic cross sections of the subsurface is
based on the principle that geological events at depth,
as interpreted from well logs or cores, can be correlated
with reflection events in time on surface seismic data.
The property that ties depth and time data together is the
velocity of sound in the rock. This rock property can be
measured quite accurately by sonic logging tools deployed
in the wellbore or less accurately from the surface seismic
traveltimes as a function of source-receiver offset.

Figure 4-2 shows the direct arrivals of a few traces
from a VSP dataset generated with an airgun source.
The data are sampled at 1 ms, and the traveltime picks
are shown on the traces and displayed numerically. It is
assumed that traveltimes are picked accurately because
data follows adequately the sampling theorem both in
frequency and space (Nyquist, 1928).

From this figure we can estimate that the energy
arrival can be picked consistently within 0.2 ms. The
implications that this might have on the velocity estimate
for intervals between geophone stations are clear. If the
downhole geophones are 15 m apart and the background
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Figure 4-2. Example of direct-arrival picking in a VSP dataset. Red

lines indicate the user’s best estimate.
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velocity is 4,000 m/s, then the arrival time difference
between geophones (Z, ,) will be

15
by | =———=375ms. .
=1 000 "0 )
With a picking accuracy of + 0.2 ms (for both surface
sensor and downhole sensor), the interval traveltime
will have an accuracy of +0.4 ms, and therefore, the
calculated velocity will be

. 15
10,0087 +0.0002

Although this may seem like a large error (+ %), this
is just caused by the proximity of the two receivers. For
the velocity calculated over a depth interval of 45 m, the
equivalent error is less than 2%, and f over 90 m, it is
less than 1%.

A similar argument applies to the accuracy of depth
measurement n a well The depth of the tool in a well
is normally taken fro  the wireline depth measurement
recorded by the I gging truck. This depth is compensated
for the anticipated cable stretch based on the weight of
the tool and cable, and the depth scale is tied to the
depth scale of the openhole logs by recording a gamma
ray log with the VSP tool. However, this is still only as
good as the depth accuracy of the original wireline logs
u ed or depth correlation. If the vertical increment
between geophone positions is small, even small inac-
curacies in depth can affect the estimated traveltime
between geophone stations. The relative accuracy of
velocity estimates improves as the receiver spacing
increases. This explains why interval velocity plots from
direct arrival times can show significant scatter if the
spacing between receivers is small.

=14,000+225 m/s (42)

4.3 Sonic log correction
and formation velocity

Sonic logs are calibrated using checkshot or VSP travel-
times to adjust the sonic integrated traveltime to the mea-
sured seismic time. The corrected sonic log data is used
to compute formation or interval velocities and also to
convert depth to seismic time. It is also used to derive the
formation acoustic impedance, which is used to generate
synthetic seismograms (explained in Section 4.4). Interval
velocities are used to constrain the velocity model used
in the migration of offset data, 3D VSP data, and surface
seismic data.

Consider Fig. 4-3, which shows a sonic log in depth
and, in the ideal case, some direct-arrival traveltimes
for vertical-incidence sound waves from a VSP survey.
Consider the two geological events at depths 2, and z,;
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Figure 4-3. Calculation of drift in the sonic log uses the slowness value p.

there are two ways to predict the time interval between
them that would be expected in a surface seismic experi
ment. The first way, using only the log data, would be to
integrate the slowness values from the sonic log over t e
depth range from 2, to 2,. The second way is to find the
time difference between the direct-arrival t aveltimes
at the two depths. In general, these me hods do not
yield the same result, and they may differ y a time
shift that is greater than the fundamental period of the
seismic wavelet.

The discrepancy arises for  number of reasons,
practical and fundamental on s, as listed in Table 4-1.
The second of these d persio  relates to velocity

Table 4-1. Caus s of So ic and Seismic Traveltime Differences

variation with frequency that causes a fundamental
difference between the velocities of seismic waves and
those measured by sonic logging tools. The main cause
for dispersion is attenuation (anelasticity), with addi-
tional dispersion resulting from layering and fluid effect.
These effects cause sound waves to travel faster at high
frequency than at low frequency. Stewart et al. (1984)
proposed the following equation to estimate the varia-
tion of velocity as a function of frequency:

o(/y)= c(f1)|i1+n—lgln[%ﬂ (4-3)

where c¢( f) is the phase velocity at a frequ ncy f.

The element @ is the quality factor that describes
the anelastic energy loss per cycle of the propagating
waveform. If a sonic log is recorded t 15 kHz and the
borehole seismic traveltime is measured at a frequency
of 30 Hz with a value of 100 for @, the bracketed term on
the right-hand ide of Eq. 4- is 1.02, which predicts that
sonic velocities re 2% faster than those of seismic data.
If we assume € o be 50, a value found in poorly con-
solidated rock, the right-hand term becomes 1.04, which
suggests that sonic velocities are now 4% faster.

As an example, consider two events separated in
depth by 1,000 m, and the velocity of sound in the rock
is 2,500 m/s. The two-way traveltime between the events
will be 0.8 s. If the difference between sonic and seismic
velocities is 4%, the two-way traveltime difference will
be 32 ms. This value is close to 33 ms or one period of a
signal at a frequency of 30 Hz, which is a common cen-
tral frequency for seismic data. Therefore, in a surface
seismic section, these two events may be displaced by a
whole cycle in time as a result of dispersion. From the
depth viewpoint, a 30-ms difference in two-way time
might result in an error of 37.5 m in a depth estimate.

Another possible error in the time-depth relationship
is the incorrect assumption that the time from the cor-
rected sonic log will automatically tie the absolute time

Effect Cause

S nictim stoo ong
Formation alteration

Noise, cycle skipping, hole conditions such as rugosity, borehole enlargement

Soni times too short

Noise, cycle skipping, velocity inversion due to gas, high dips

Dispersion
Checkshot times too long Time-picking precision
Different raypath
Checkshot times too short Different raypath

Anisotropy, high-dip formations relative to borehole, lateral formation changes
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on the surface seismic section. The time scale derived
for the corrected sonic positions corresponds to verti-
cally corrected seismic arrival time at that depth, pos-
sibly with a static shift to change the datum from ground
level to a specified datum. It represents the actual time
required for the pulse to travel down through that thick-
ness of Earth. Surface seismic data, on the other hand,
has undergone a different process that involves an esti-
mate of the thicknesses and velocities of the near-sur-
face layer(s) followed by their replacement with a layer
having a velocity closer to that of consolidated rock.

To derive an absolute time tie between the two, the
refraction static model used at the well location must
be known for the surface seismic data as well as the
replacement velocity used to derive its static corrections.

Figure 4-4 shows a traveltime plot with a borehole-
compensated sonic log in blue that is plotted as a
function of depth. Note that the sonic log only starts at
approximately 500 m; therefore, the start time at the top
of the log is arbitrary. Here the traveltime curve above
that point has been filled in from the VSP times. The
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Figure 4-4. || stration fsonic drift. Sonic log in depth (left) shows
tr eltim curv s as obtained from VSP measurement (blue) and
ntegrate slowne s from sonic logs. Note that the curves almost
o erla , butatime shiftis evident from 1,500 ft. The actual difference
between estimates of traveltime using VSP and sonic data (purple)
is shown on the right. The yellow curve superimposed on the drift
is what is actually used in models for simplicity. The gamma ray log
is shown in green.
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other two curves shown on the traveltime plot represent
estimates of the traveltime of sound waves from the
surface to any depth in the well. The dark blue curve
represents the traveltime actually measured from the
arrival times of the seismic pulse in the borehole, and
the magenta curve represents the traveltime obtained
by integrating the slowness values from the sonic log.
Even at this scale, an increasing divergence between the
curves with increasing depth is observed.

The difference between these two sets of traveltime
data—the drift—is shown as a function of dept by the
purple curve in the plot on the right. Betwee 500 and
2,500 m, the drift is 20 ms, which epresents an interval
mistie of 40 ms between synthetic da  and seismic data.
This difference is associated with disp rsion, which is
controlled by @. It might be expected that @ would vary
with large-scale lithologic ariations; therefore, a curve
made of straight-line segments has been fitted over the
drift curve, which is show iny llow. The gradient of this
curve defines a corr cti n to apply to the slowness values
in the sonic log to mak the inal drift less than 1 ms every-
where. The gamma ray log is shown in green on Fig. 4-4;
changes in the slope of the drift curve occur at changes in
the gamma ray log because they are lithologically driven.

An idealized example of drift calculation is shown in
Fig 4-5 Several strategies may be adopted to correct
the sonic values from the measured drift values. The
procedures shown in Fig. 4-6 are standard techniques to
m ke the corrections.

The correction for negative drift is an empirical
approach based on observed differences in the measured
drift between sonic data acquired with a conventional
sonic tool and data acquired with a long-spaced sonic
tool. The longer the source-detector spacing in the sonic
tool, the deeper the measurement will be. Altered zones
are much more likely to affect the conventional sonic
tool, thus increasing the amount by which the sonic tool
is reading “slow.” The “Delta-£ , " correction is designed
to correct these zones more than the faster, deeper-
reading zones. Zones with slowness values less than the
At ;. value will not be affected by the correction.

Once the sonic log has been corrected, there is a
consistent time-depth relationship between the seismic
data and the log data for vertical raypaths. It is now
possible to interpret exactly what the seismic response
to a given geological boundary is and to track that away
from the well. It is possible to derive time-depth lookup
tables, velocity models, root-mean-square and average
velocity curves, and impedance logs.

Schiumberger



Drift = Vertical seismic time — Integrated sonic time

Vertical Drift Integrated Sonic At Log
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5,000 ft 600 ms 0ms 4= 0ms 5,000
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Figure 4-5. Example of drift calculation. Note that drift values come from the simple equation sta ~ when adding
600 ms to all integrated sonic times, which corresponds to filling the traveltim curve with the VSP times.
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Figure 4-6. Procedures to correct the sonic values from the measured drift values. G represents the propor-
tionality factor to be applied to each sample. The parameter At,; is a threshold slowness below which the
log is not considered corrupted. The assumption is that the slowest log values are the ones likely to need the
most correction.
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4.4 Synthetic seismograms

Having obtained traveltimes, the next step is to make
a synthetic seismogram at the same time scale as a
measured seismic response. The procedure is fairly
straightforward:

1. Start from the drift-corrected sonic.
2. Convert corrected sonic and density (p) logs to time.
3. Calculate the acoustic impedance (2) log:

Z=pV. (4-4)

4. Calculate the reflection coefficient (R) between each
pair of successive acoustic impedance values:

Zy—7
p==2_"1 (4-5)
Zy+ 24,
5. Convolve the resulting reflection coefficient series
with a desired wavelet.

More sophisticated synthetics are possible. Multiples
from a free surface can be included, or all possible
multiples can be included. Transmission losses can
be included at each interface to reduce the amplitude
available for reflection at the next interface. Lateral
offset can be introduced to generate pseudoshot gath-
ers, and anisotropy and dispersion can be included.
Nevertheless, almost every synthetic seismogram gener-
ated is the simple, multiple-free, one-dimensional form.

When a synthetic seismogram is calculated in  is
way, it may be expected that all time intervals b tween
events within the depth range of the log will be the same
on the synthetic as they are on the seismic reflection
data, whether it is surface seismic dat or VSP data. The
scheme detailed here for drift correction of the sonic
works in almost every case. This is no eworthy because
all the corrections are based on measu ed traveltimes
with no reference to the refle tion data

4.5 Basic VSP pro essing

VSP processin’ is eas est for the simplest geometry: a
vertical well wi h flat  trata and a seismic source posi-
tioned nea the surface location of the well. However,
most of this discussion is also applicable to more com-
plex geometries in which raypaths are not vertical or
normal to the reflectors. For challenges specific to these
compl x geometries, refer to subsequent chapters.

This section focuses on VSP information content that
is made available by data processing rather than on the
specific details of the applied processes.
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The objective of the acquisition stage is to measure
traveltimes and amplitudes of the seismic waves at
the borehole to recover the Earth’s response to a point
source at or near the surface. Because it is generally
neither possible nor desirable to deploy a continuous
array of geophones over the whole depth extent of the
well, the response is approximated by a discrete spa-
tial array, which is sampled finely enough to meet the
requirements of sampling theorem (Nyquist, 1928). A
second approximation is the assumption that the Earth’s
response to identical shots is identical. This a lows us
to sample only part of the borehole for each fa s ries
of shots and to assume that the esult is the ame as
that which would have been sampled by recording all
receiver locations for the same sh t.

Figure 4-7 shows the synthe ic w v field for a simple
case. Three downgoing ev nts are shown (one direct
arrival and two multiples) with the raypaths that gener-
ate them. Model and traces are plotted at the same depth
scales. No she r-wa e conversion is shown. The downgo-
ing direct arriv Is oc ur at later times as the receiver
depth increases, nd for the zero-offset case, the slope of
the direct-arrival curve gives the velocity of the medium
at that depth. That is, the seismogram displays distance
vers s time, and the gradient of the arrival times (x/t) is
the sound velocity in the x direction.

The second event type shown in Fig. 4-7 is a downgo-
ing multiple. Multiples are waves reverberating between
p irs of interfaces. The raypath generating this class of
event is shown in the upper figure. The delay introduced
between the arrival time of the direct arrival and that of
the multiple is independent of the geophone depth. For
the zero-offset case, the multiple will always be parallel
to the direct arrival; its slope is governed only by the
velocity with which it traverses the geophone array at
any depth.

In the VSP geometry, multiples can be identified
easily because they appear in a certain pattern. For the
downgoing multiple shown in Fig. 4-7, the multiple can
only exist as a downgoing event for receivers positioned
below the shallower of the two generating interfaces. As
the synthetic shows, for all receiver depths above the top
generating interface, the multiple does not exist. Real
data seldom show large-amplitude multiples truncating
at intermediate depths, which implies that most large-
amplitude multiples are related to a shallow interface
either at the surface, or possibly at the base of weather-
ing (for land data), or at the seabed and sea surface for
marine data.

It is important to remember that all pairs of inter-
faces will generate multiples in the final wavefield, and
the number of possible multiples increases rapidly with
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Figure 4-7. Simplified model and synthetic VSP showing downgoing direct arr val (magenta) and two general
multiples (green and yellow). In reality, all pairs of interfaces will gen rat dow going multiples. In the syn-
thetic wavefield, transit time corresponds to direct and multiple arri als. Col red arrows indicate the waves

corresponding to the same colored raypaths in the model.

the number of interfaces. The period of each pair of
multiples will generally be random, but the ru e that the
downgoing multiple will only exist below he shallower
of the two interfaces between which i s gen rated will
always hold. If the depth and time of the top interface
and the period of the multiple are known, then the
depth and time of the lower in erface f the multiple-
generating layer can alway be found

The direct arrival no mally r presents the earliest
time that energy from the source can reach each of the
geophones in the borehole. After exiting the geophone,
the wavefront continues to propagate in the Earth.
Therefore, the only “primary” event in the downgoing
wavefield is the direct arrival (or a converted down-
going shear wave). All other downward-propagating
energy passing the geophone array must have been
dela ed by multiple bounces on its way between source
and receiver.

Figure 4-8 shows the corresponding case for upgoing
wavefields. Here, reflections from two of the interfaces
are shown with both interfaces intersecting the array
of receivers. As the receivers become shallower, both

distance and time from the reflector increase to cause
the event to have the opposite slope (or moveout) to
the downgoing wavefield. Like the downgoing wavefields
for the zero-offset case, the slope of the event gives the
velocity of the medium. Each event truncates at the
direct-arrival curve (shown in blue). Clearly, a reflection
can be recorded only when the receiver is above it. This
point deserves some elaboration. The point at which the
upgoing event coincides with, or intersects, the direct-
arrival curve is the point in time and depth at which the
reflection actually takes place. Primary reflections are
the only upgoing events that intersect the direct-arrival
curve—all upgoing multiple events truncate before they
reach the direct-arrival curve. It is this property of simul-
taneously representing the data in time and depth that
leads to many of the interpretive benefits of VSP.
Multiples generated as the wavefield progresses
downward to the reflector become part of the signa-
ture for the reflection event. Thus, the multiple shown
in Fig. 4-7 is manifested in the reflection response of
Fig. 4-8 as the events indicated. Because these events
are part of the downgoing signature after they have
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Figure 4-8. Model and synthetic VSP showing that multiples in the upgoing wave appear wh never the reflector is
below the multiple generator but the geophone is above the primary reflecto (at 2,500 m here).

been created, they are visible only for those receivers
that “see” the reflection event, and they appear to trun-
cate at the reflection interface. This provides another
rule for discriminating between primary and multiple
events—only primary reflection events intersect the
direct-arrival event.

The key benefit of the VSP geometry in xpl ration is
its ability to record both upgoing and owngoing wave-
fields, which allows direct observation of the changes in
the wavefield as it propagates into the Earth. The VSP
records the exact far-field signa ure at a well-sampled
array of depth points in the Earth All changes in the
pulse shape can be mea ured, both simple-amplitude
and phase-shifting ef ects. Multiples can be directly
observed and identified particularly where they are
generated within the depth range of the geophone array.

Real recorded dat includes the superposition of
upgoing and downgoing wavefields, not the separate
and dis inct ones diagrammed in Figs. 4-7 and 4-8. (This
applies equally to all the other wave types in the data,
in luding shear waves and tube waves.) Figure 4-9 shows
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the combined wavefields discussed in Figs. 4-7 and 4-8
with the addition of the primary reflection events from
th two shallower interfaces in the model. For clarity,
only the one multiple is included.

Given the data of Fig. 4-9, the remaining question is:
How effectively can the distinct upgoing and downgoing
components be separated? They can be separated very
effectively, provided that the data have been adequately
sampled during acquisition. The geometry of the experi-
ment results in the two wavefields having moveout of
opposite sign, thus allowing various forms of velocity
filter to be applied to separate the wavefields.

Figure 4-10 shows a real zero-offset dataset. Even in
the raw data, the upgoing and downgoing events can
be clearly seen. A flow diagram of a processing chain
is shown in Fig. 3-43. Our intention is to discuss some
processing steps to reveal the information contained
within a VSP dataset. VSPs offer more than what could
be obtained by correcting a sonic log and generating a
synthetic seismogram.
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4.5.1 Amplitude recovery

Amplitude is an important property of seismic data.
As soon as the interpretive interest moves from major
structural concerns to lithology, porosity determination,
pore fluids, or stratigraphy, the need for strict amplitude
control is paramount. The potential exists to extract
extremely accurate amplitude information from VSP
data and to correct for the various propagation effects
accurately. Alternatively, the various effects can be
measured and distinguished between to enhance the
quality and value of surface seismic data. At every step,
the direct arrival helps calibrate the applied process.
The downgoing wavefield provides the means to analyze
propagation effects on amplitude and phase, whereas
the upgoing wavefield contains the amplitude informa-
tion to interpret stratigraphic variations.

The objective is to arrive at a version of the reflec-
tion dataset in which amplitude variation is directly
related to some change in the geology or pore fluids,
not to artifacts resulting from the acquisition geometry.
Section 4.5.6 explains how the role of downgoing nor-
malization, inherent in trace-by-trace deconvolution,
compensates for amplitude losses at the receiver level in
the upgoing wavefield and that residual gain corrections
are needed only for the look-ahead section.

4.5.2 Acoustic impedance and
geophone sensitivity

The first distortion that can be removed in processing is
the amplitude change of the propagating body wav  as
it travels through material of differing cous ¢ imped-
ance. When a wave passes through a dense rock, slower
particle-motion velocity will result from wave of a given

24

energy than when the medium is less dense. The energy
in a wave (E) is given by

E=AZ, (4-6)
where A is amplitude and Z is acoustic impedance or

1
A= 47)

Generally, there will be a trend of increasi g acous
tic impedance with depth that will reduce me sured
amplitudes with depth. To compensate for this, he trace
from each geophone can be scaled by the square root of
the impedance; the impedance as a function of depth is
derived from the wireline logs. Failure to pply this cor-
rection may result in

® attributing the apparen amplitude decay to one of
the other decay processes discussed next, which will
then be corrected using the wrong relationship

B interpreting he amplitude changes as reflectivity
chang s (or A 0) in the final product. This is of par-
ticular concern for offset VSPs, where the amplitude
variation with depth will be mapped or migrated to
la eral amplitude variation.

is effect is demonstrated in Fig. 4-11. Here the VSP
data amplitudes of the direct arrivals are compared with
the acoustic impedance as a function of depth. The VSP
amplitudes have been corrected for @ (see Sections 4.5.3
and 4.8), and a geometrical spreading correction (see
Section 4.5.4) with depth has been applied. The remain-
ing amplitude variation correlates well with the inverse
square root of the acoustic impedance, as predicted by
Egs. 4-6 and 4-7.
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Figure 4-11. Direct-arrival amplitude compared with logged acoustic impedance. Both curves
have been normalized by their deepest values. The acoustic impedance log, sampled at a
15-cm [6-in] depth of investigation, has been smoothed and resampled before presentation.
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45.3 Qrecovery

High frequencies decay faster than low frequencies
because rocks are not completely elastic. Some of the
energy is lost in heating the rock. If the proportion
of energy lost per oscillation is constant, the higher
frequencies will lose energy faster than the lower
frequencies. This inelasticity results in dispersion—the
phenomenon in which lower frequencies propagate
more slowly than higher frequencies. VSPs provide a
convenient tool to measure this. Dispersion, similar to
the acoustic impedance effect described, causes ampli-
tude reduction with increasing distance from the source.
Dispersion correction should be done separately. How to
measure  is discussed in Section 4.8.

4.5.4 Spherical divergence

The largest amplitude decay mechanism is geometrical
spreading, For simplicity, geophysicists might consider
that it is the only decay mechanism. Figure 4-10 shows
the amplitude of the direct arrival as it varies with depth,
and the best-fit power-law decay is an exponent of 1.98.

Amplitude decreases with distance because the con-
stant energy in the wavefront spreads over the surface
of an ever-expanding sphere. Because it is amplitudes
that are being measured, a decay exponent caused by
geometrical spreading alone should be close to unity.
Other decay processes, described in the previous sec-
tions, contribute significantly to the estimate of the
decay exponent.

In the ideal case of spherical spreading, the energy
decay will be

Similarly, the amplitude decay could be expressed as

4 =41, (49)
n
or
1
4o, (410)
r

where 7, and 7, are two arbitrary distances from the
source, and A, and 4, are the wave amplitudes measur d
at those distances. A constant velocity is assumed and »
in Eq. 4-10 is replaced with £, the traveltime.

The geometrical spreading correct on is normally
applied as a function of time, so the d rect arrival ampli-
tude for the data of Fig. 4-10 is plotted s a function of
time in Fig. 4-12, with the bes fit power-law decay also
as a function of time. The exponent in the time domain
is now —2.8 as a result of th velocity gradient. As depth
increases, velocity incre ses, and hence, the interval
transit time be wee simila depth intervals decreases.
If the velocity gradien & is linear,

V=V, +be; (4-11)

th refore, the traveltime will be

dz
t= ) 4-12
-[ Vy+b2 (H2)
whi h integrates to

t:blogn(1+b—zj. (4-13)

"

Therefore, the assumption that amplitude decay as
a result of geometrical spreading can be corrected by
applying a correction in the form of " is a simplification,
at best.
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Figure 4-12. Amplitude decay as a function of time for the same data as in Fig. 4-10. Again, a power-law fit has
been superimposed. Note the changed exponent, which is a function of the velocity gradient (see text).
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Figure 4-13 shows this effect. A simple 1/ amplitude-
decay-with-depth relationship is shown as a function
of time. Also shown is the best-fit inverse power-law
representation with an exponent of —1.37. The actual
value of this exponent relative to the depth exponent of
-1 will vary with the depth range analyzed and with the
functional form of the velocity gradient. More realistic cor-
rections are possible (see Ursin, 1990; Grech et al., 1998).

One deduction from this discussion is that upgoing
and downgoing events at the same time on different
geophone traces require different gain corrections.
The direct arrival passes through the velocity structure
once in a given time. In the same time, a reflection from
a shallower event twice traverses a shallower part of
the velocity structure, probably a lower velocity, thus
experiencing a different spreading exponent in time.
Generally, the only correct way to compensate amplitude
loss is through ray-trace-based corrections.

Often, all three of the effects—acoustic impedance,
@, and spherical divergence—are treated together as if
they were simply spherical divergence. The impedance
effect should be a constant scalar versus time for any
trace, and the Q-effect should be exponential; therefore,
to treat them as part of an inverse power law will result
in inaccurate relative amplitudes, particularly at later
times in the data.

One final effect is the transmission loss as the seis-
mic pulse passes through each interface in a layered
medium. The amount of energy lost at interfaces with
small impedance contrasts is rather small, but he
combined effect of many small-impedance int faces

can have a significant effect on the seismic pulse. An
in-depth discussion of this is beyond the scope of this
book, and the reader is referred to O’Doherty and Anstey
(1971) and Ziolkowski and Fokkema (1986).

455 Wavefield separation

Wavefield separation is the general term for the process
of dividing the recorded wavefield into components The
recorded data consists of upgoing shear and compres-
sional waves, downgoing shear and compression 1 waves,
and noise (possibly with the addition of diffrac ions), tube
waves, or out-of-plane events. For a zero offset VSP in a
vertical well or for cases in which all raypaths cross all
interfaces at normal incidence, shear waves will not be
present because conversion from compressional to shear
only occurs for transmission at non-normal incidence.

The upgoing, downgoing compressional, and shear
components are distinguished by their moveouts or time
gradients with dep h. Consequently, most types of dip
filtering produc rea onable results, although the most
commonly used method for VSPs is spatial median filter-
ing. This app oach is preferred because VSP data contain
various components that would be expected to truncate
abr ptly. For instance, the multiples in the downgoing
wavefi 1d truncate as the geophone moves above the
generating interfaces, and one of the properties of the
median filter is that it passes step-functions unchanged
but removes spikes and outliers from the data. A filter of
length 7 treats any anomaly of length less than n/2 as a
noise event to be rejected.

Ampl ude 5

0 0.2 0.4

0.6 0.8 1.0 1.2 1.4

Time, s

Figure 4 13. Geometrical spreading as a function of time for synthetic data with a linear velocity gradient. The effect
of  gradient on the value of the exponent will vary with well depth and gradient value because only the inverse

powe law is approximating the decay.
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The median filter is applied across an array of
samples from successive traces at a specified moveout.
Provided that the filter is long enough, any event cross-
ing the array of samples appears as noise to the filter and
is rejected. Thus, the filter extracts a wavefield having a
specific moveout.

Figure 4-14 shows the dataset of Fig. 4-10 after gain
recovery. Amplitudes are well balanced and many dif-
ferent events can be seen through the data. The result
of applying a median filter to extract the downgoing
P-waves is shown in Fig. 4-15. The filter is applied paral-
lel to the direct arrivals, which can include changes in
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Figure 4-14. Ampli ude-c rrec d VSP. Upgoing events can be seen across the entire dataset on geophone
traces from a complete ran e of depths. For a zero-offset VSP, all reflections come from immediately beside the
well; therefor , the only va able that should affect the reflections recorded at different-depth geophones is the

propagation rough an increasing thickness of rock.
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Figure 4-15. The downgoing wavefield extracted using a spatial median filter. All events that lie parallel to the
direct arrivals are retained, and all other a reje ted The amplitudes are plotted with a larger-than-normal

gain to highlight the indicated events.

slope. The result is subtra ted, sample-by-sample, from
the total wavefield to ave th upgoing waves and noise
behind (Fig. 4-16).

A second application of the median filter to this
“residual” dataset, aigned parallel to the upgoing
event (i.e., at the opposite dip to the downgoing direct
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arrivals), enhances the upgoing events at the expense
of the noise. Figure 4-17 shows the wavefield aligned in
two-way time. For a zero-offset VSP, this can be accom-
plished by applying a static shift to each trace whose
value is equal to the arrival time of the direct arrival. In
this alignment, the reflection events become horizontal.
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Figure 4-16. Upgoing wavefield—the result of s btracti g the downgoing wavefield from the original wavefield.
With the exception of the downgoing compressio al waves, this wavefield, for the zero-offset VSP case, con-
tains everything—upgoing compressional wav s, mul iples, and noise.

For those familiar with looking at surface seismic sonable in consideration that all the reflections come
records, displays such as Fig 4-17 may appear “mixed,” from a restricted lateral area around or beside the

“smeared,” or “synthe ic” because the trace-to-trace well. The same section of subsurface is being sampled
consistency is 0 high The consistency is not so unrea- for each geophone for any given event, the source is
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Figure 4-17. Upgoing wavefield in two-way tim The p t gain has been increased to make it easier to
see truncating events (multiples) within th  data. Multiples truncate at the trace with the same depth as
the primary from which they are echoe . The multiple periods appear to correlate with the 100-ms-period
multiple in the downgoing wavefield of g. 4-15.

consistent, and the geophone coupling is as reliable Fig. 4-16. There is little, if any, coherent noise in this
and quiet as can be exp cted. To support this, Fig. 4-18 residual, thus implying no trace-to-trace smoothing or
shows the result after subtracting the median-filtered mixing, either explicitly or implicitly.

upgoing events of Fig 4-17 from the upgoing events in
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4.5.6 Waveshaping deconvolution

The downgoing wavefield whose extraction is described
previously is the measured far-field signature recorded
at each geophone position in the well. It includes the
results of all the propagation effects that have occurred
since the wavefield left the source. Any reflection from
below a geophone contains the same pulse recorded
at that geophone as the downgoing wavefield but
scaled by the reflectivity. Therefore, the deconvolu-
tion problem for the VSP is to design an operator, or
mathematical function, that will collapse the downgo-
ing wavefield at each receiver to some desired output
shape, usually a zero-phase wavelet, because that gives
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the best resolving power and leads to an unambigu-
ous well tie. The operator is then applied to the same
trace of the upgoing wavefield. The resulting output is
an upgoing wavefield that is zero phase by definition
(more correctly, where the reflection events are rep-
resented by a pulse with a precisely known shape) and
of unambiguous polarity. Figure 4-19 shows the upgo-
ing wavefield after deconvolution. The most obvious
effect of the process, compared with Fig. 4-17, is that
the data have been reduced to a set of discrete events
with greater bandwidth. Multiples have been ¢ llapsed
back to their primaries, and the embedded wave et is

now zero phase.
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Figure 4-19. Upgoing wavefield after deconvolution. Note the improved character of the data—events stand out
from the background. The events marked as multiples in Fig. 4-14 have been properly collapsed.



45.7 Corridor stack

The deconvolution result described previously is exact for
reflections coming from interfaces near the geophone in
question. These data arrive soon after the direct arrival at
each geophone. Therefore, by looking at only a window of
data, say 100 ms, after the direct arrival, a dataset can be
extracted that conforms closely to the assumptions used in
the processing. As noted earlier, upgoing multiples never
extend to the direct-arrival curve; therefore, the window
automatically excludes any multiples that might have been
inadequately collapsed by deconvolution. Typically, this
data window is then stacked to form a single trace, which is
repeated for clarity (Fig. 4-20). This trace, known as a cor-
ridor stack, can be thought of as the measured, multiple-
free, zero-phase, normal-incidence seismic response at the
well. It is the best normal-incidence response that can be
obtained at that point.

The corridor stack can be directly compared with
either synthetic traces or seismic data (Fig. 4-21).
For the synthetic data, it is a measured version of the
inferred response from the logs. For surface seismic
data, it is the actual normal-incidence trace without the
assumptions that went into the surface seismic process-
ing, and it can be precisely tied back to the geological
events on the logs in depth. It is the bridge between the
world of well logging (in depth) and the world of seismic
cross sections (in time). Geological horizons in depth
can be converted to time using the checkshot-c¢ rrected
sonic data. The time scale of the VSP in two way time
can be identical to that of the synthe ic data so the
horizons can be unambiguously car ied across to the
VSP corridor stack and then to th surfa e seismic data.
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Figure 4-20. Corridor ta k plotted adjacent to a synthetic seismic record obtained from the acoustic imped-
an e (A log, which is derived from the density and sonic logs. Gamma ray and resistivity curves are added for

orrelation. Beca se the logs have been corrected with the VSP arrival times, the time correlation between the
s ismi- and synthetic data is unequivocal. Any apparent time differences remaining are part of the real seismic
resp nse. (From Campbell et al., 2005.)
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Figure 4-21. VSP corridor stack compared to surface seismic data and the synthe ic seismog am. Geological

reflectors (R) and multiples (m) can be easily identified.

4.6 Identifying multiples

Identification and attenuation of multiple contamina-
tion is a major concern when interpreting seismic data.
Multiples can be identified in surface seismic gathers by
their periodicity or by their anomalous moveout These
properties of the multiples are used in mos atten a-
tion processing schemes. A combination of st tistica ly
derived deconvolution and residual moveou filtering is
the usual tool. For most surface seismic datasets, it is
difficult to identify the source of the multiples within a
section; this decision is usually urely i terpretive. For
shorter-period multiples, th moveout discrimination
may be small.

The same multiple gene ating mechanisms affect a
VSP dataset and a su face seismic trace. The relative
amplitude and periodicity of all multiples in the section
must be the s me, wi h the possible exception of the
multiples that h ve the very near surface as a compo-
nent b cause the reflectivity and velocity of this zone
may be affected by weather conditions. Therefore, any
multiples that can be identified and isolated in the VSP
data are also present in the surface seismic data. In the
simplest application, knowledge of the depth at which
interbed multiples are generated allows the selection of
deconvolution-design windows that contain, and do not
straddle, the generators creating the contamination.

Most datasets are characterized by two classes of
multiples. The largest-amplitude multiples generally are

surface-generated multiples. In the land case, one of the
bound ng interfaces is the surface or base of weathering;
for marine data, one interface is the water surface and
the other is the sea bottom. The other multiple class is
that of interbed multiples, those in which both bound-
ing interfaces are within the body of the data. Interbed
multiples usually are lower amplitude because reflec-
tion coefficients within the body of the data are smaller.
Surface-generated multiples trail every primary reflec-
tion in the sequence, whereas interbed multiples only
exist in the section at times later than the reflection time
of the top bounding interface of the multiple generator.

Although interbed multiples are generally of lower
amplitude than those generated at surface, it is easy to
devise reflector arrangements in which multiples have
an amplitude relative to the reservoir reflector that is
similar to the amplitude changes in that reflector that
would be considered significant to the interpretation.

The zero-offset VSP geometry provides a tool to identify
various multiple generators within the geological section
and to measure their actual contaminating potential.
Because VSP geophones are deployed as a vertical array,
it is possible to see where multiples originate as a func-
tion of depth and to measure their amplitude relative to
any primary they follow. Multiples may be observed on
either upgoing or downgoing wavefields of the VSP, but for
the downgoing wave, the SNR may easily be a factor of 10
higher than that in the reflection wavefield.
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In Fig. 4-22, raypath colors correspond to beams
indicating three downgoing events. The depth scales for
the VSP traces correspond to the depths in the model.
The synthetic data clearly shows how the downward-
traveling multiples are present after the direct arrival
for all geophone positions deeper than the top interface
of the multiple-generating layer. In reality, there would
be many other multiples in addition to those shown.
Every pair of interfaces generates its own contribution
to the total downgoing wavefield.

For a stack of layers with a wavefield propagating
through them—the situation for the downgoing wave-
field in the VSP—the number of first-order multiples
can be rather large. In general, the number of downgoing
multiples will be given by

n(n—l)

2 )
where N is the number of first-order multiples and »
is the number of layers. Therefore, 10 interfaces can
generate 45 possible first-order multiples, but for 50

interfaces, the number rises to 1,225. The large number
of possible multiples can make them difficult to identify.

(4-14)

In the absence of any other propagation effects, the
transfer function between any two geophone depth
levels in the VSP will be the multiples newly introduced
between those levels.

Figure 4-22 shows how the truncation of the multiple
event occurs as the geophone rises above the generating
layer. A surface seismic deconvolution operator designed
in two-way time over a window corresponding to a depth
window of 1,000 to 2,000 m will do a poor job of collapsing
either multiple. Although not shown in this figure, the
surface multiples being generated above the sh llowest
geophone will be present on the trace for each geophone
level in the well, and they will be paral el to the direct
arrival (this scenario is shown in Fig. 4-24)

Once a multiple has been gene ted d ring the propa-
gation of the wavelet, it can be thought of as part of the
seismic signature from tha depth on It will be present
after each primary upgoing event from every reflector
deeper in the section. The rela ive amplitude of the mul-
tiple that crea es a y reflection event will be the same
as the relative amplit de between the direct arrival and
the sam downgo ng multiple. Figure 4-23 illustrates this
for the same mode shown in Fig, 4-22.
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Figure 4-22. Model and corresponding synthetic VSP trace data for three downgoing events. Multiples
inthe downgoing wave appear only when the geophone is within or below the multiple generator.
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Figure 4-23. Same model as in Fig. 4-22. Multiples in the upgoing wave appear whenever the reflec-
tor is below the multiple generator but the geophone is above the primary refle tor (at 2,500 m here).

The red beam indicates the single primary reflec
tion. The multiples are generated as illustrated in
Fig. 422 to form the other two indicated multipl
events. The same-color arrows represent the same mul-
tiple generator and raypath on both figures. For clari y,
the downgoing manifestations of th se m ltipl s have
been omitted.

The upgoing multiples can exist nly f r geophones
shallower than the reflection depth of he primary; so,
identifying the depth of the truncation clearly indicates
the primary event with wh ch the multiple is associated.
Also, any upgoing VSP event that intersects the direct
arrival must be a prim ry refl ction.

Note that once multiple exists, it is present at all
later times. In the downgoing wavefield of Fig. 4-22, the
two multiples truncated at different depths and, hence,
wer ident fiable. Once they exist in the upgoing wave-
feld (Fg. 4-23), they are distinguishable only by their
period and in general, many multiples have similar peri-
ods nd overlay or interfere with one another.

The kinematics for identification of multiples is
straightforward, and in practice, to identify and measure
surface-generated multiples is easy. Such events have
high amplitude and strong continuity. However, interbed
multiples are difficult to detect. Typically, they have 10%
or less of the amplitude of surface multiples and appear
in the downgoing wavefield at similar times. In Fig. 4-24,

two multiples are included, a surface multiple and an
interbed. The interbed is generated between two inter-
faces having reflection coefficients of approximately
0.1, and the surface multiple is between the surface
with reflectivity of perhaps 0.5 and an interface with
reflectivity of 0.3. The interbed multiple has a similar
period to the surface multiple and is undetectable in the
raw wavefield. In Fig. 4-24, the relative amplitude of the
interbed has been increased to aid identification.

All multiples generated above the shallowest geo-
phone in the VSP dataset are present to the same degree
on all deeper traces. Therefore, a deconvolution operator
designed on the shallowest trace collapses all multiples
generated above that level for all the deeper traces. It
effectively layer-strips the shallow multiples from the
data; thus it leaves the interbed multiples behind for
identification. Figure 4-24c shows the result after apply-
ing this procedure to the synthetic data in Fig. 4-24b.
The interbed multiple is clearly visible after the decon-
volution, and the depth at which it was generated
can be interpreted.

The ability to recognize and classify multiples in
the upgoing and downgoing wavefields offers some
opportunities unavailable in surface-recorded data. At
each geophone level in the well, the recorded downgo-
ing wavefield is a directly measured far-field signature
that includes all multiples generated in the Earth above
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Figure 24. Modeled synthetic VSP data shows how interbed multiples can be difficult to identify as they become
lost under high-amplitude surface multiples (b). Deconvolution designed on a shallow geophone trace can strip
multiples generated above that depth (c).
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that point. Thus, for each trace, a unique deterministic
operator can be designed to collapse all the multiples
that form the far-field signature. Figure 4-25 shows the
effectiveness of this approach using synthetic data from
the model in Fig. 4-24. The two multiples illustrated in
Figs. 4-22 and 4-23 are considered here. The shorter-
period multiple from the shallower reflector directly
overlays and interferes with the primary reflection from
the deeper reflector.

This process perfectly collapses the multiples for all
geophones lying below the top of the multiple generator.
As areflection event is imaged by successively shallower
geophones, it becomes progressively more contaminated
by multiples from shallower multiple generators (e.g.,
the black arrows in Fig. 4-25). All surface-generated
multiples are present for all geophone levels in the
downgoing wavefield and, thus, are completely removed
from all reflections. Only interbed multiples contribute
to the contamination discussed here.

This trace-by-trace deconvolution scheme achieves
precise results for reflection events observed shortly after
the direct-arrival curve, so this scheme is generally used
in the production of the corridor stack from the zero-offset
VSP. The above discussion is also the justification for the
claim that the corridor stack is zero-phase, multiple-free,
Fresnel-zone averaged data. The synthetic from the sonic
log is the inferred reflection response. The VSP is the most
accurate measured response at the well, and the surface
seismic data is the road map to the next well.

An alternative deconvolution or multiple remo al
scheme, particularly for offset VSP, is to design an pera
tor from the downgoing wavefield recorded at a de p
trace, possibly one immediately above the zone of inter-
est. This trace will contain the response of 1l possible
multiple generators above that point, and hence, the

operator will collapse all multiples that contaminate the
response on that reflector. Figure 4-26 is analogous to
Fig. 4-25 but displays this “reference-trace” approach.

The left-hand side of Fig. 4-26 shows the result of
designing an operator from a downgoing trace above
Marker A that contains the downgoing multiple from A
but not from B. As a result, Multiple A has been com-
pletely removed, but Multiple B remains visible. Notice
that the removal of Multiple A interference from the
deeper reflector event results in consistent amplitude
for that event.

The right-hand side of Fig. 4-26 shows the res 1t of
designing the operator from a geophone below Zone
B that contains both multiples. It is clea that the two
primary reflectors have been ¢ mplet ly demultipled
over the entire geophone array This type of result
demonstrates successive “multiple stripping” to identify
significant contributors to multiple contamination.

Given these results, it m ght appear that decon-
volution desig using the deepest possible geophone
level would be the prefer ed approach. The foregoing
discussion negle ted the fact that the wavelet is also
changing bec use of its propagation through the Earth.
A single reference trace deconvolution operator could
not ompensate for this wavelet variation, even though it
contains information about multiples. Thus, zero-phase
and multiple-free results require additional steps, such
as @ compensation, to correct for the inelasticity. The
tr e-by-trace approach, on the other hand, provides an
exact result for all data close to the direct-arrival curve.
Typically, the corridor stack consists of the first 100 ms
or so of data; so, the only uncorrected propagation
effects are those that would occur in 100 ms, which are
assumed to be small.
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length, m

0.15 0.25 035 045 055 0.65
One-way time, s

0.15 0.25 035 045 055 0.65
One-way time, s

Figure 4-25. Model and synthetic data showing VSP deconvolution applied trace-by-trace.
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Figure 4-26. Model and synthetic data showing VSP deconvolution applied from specific traces
(design traces highlighted in yellow). In the left example, the downgoing trace contained Multiple
A but not B; in the right example, the downgoing trace contained both multiples.

VSP techniques improve an understanding of mul-
tiple patterns, particularly to distinguish surface-gen-
erated multiples from interbed multiples. Conventional
seismic processing techniques can be effective for the
former, but interbed multiples can pose a much more
subtle problem.

4.7 Phase matching

It has been asserted throughout this chapter that the
corridor stack from the zero-offset VSP is zero phase
multiple free, and of known polarity. The corr dor st ck
represents the way a normal-incidence seismic tra e
should look if it were zero phase and m ltiple free.
Unlike the synthetic trace, it continues elow he TD of
the well, and does not truncate at the zone of interest.

The VSP measures the same geological sequence as
the surface seismic trace. The comparison between the
VSP corridor stack and the surf ce seismic trace at the
well location allows determ ning the phase of the surface
seismic signal and der ving a correction filter.

The convolution model of both the seismic trace for
the VSP and fo the su face seismic data reveals that:

Sysp (t) = Wygp (t) X R(t) (4-15)

Sss (t)= wss(t)XR(t)’

where R(¢) is the reflectivity, wygp(¢) and w(t) are the
wavelets in the VSP and surface seismic data, respec-
tively, and Sy, () and Sgq(?) are the resulting traces. For
each trace, the phase spectrum of the trace is the sum of

(4-16)

the phase spectrum of the wavelet and the phase spec-
trum of the refl ctivity If the two traces are crosscor-
related, he phas spectrum of the correlation (g) is
the difference of the phase spectra of the inputs, so that

Poe= ((pwss +(PR)_(“pwvsp +(pR) =(pwss _(pwvsr :
(417

Because the phase of the VSP wavelet is zero, the
phase of the crosscorrelation function is the phase of the
surface seismic wavelet. An extension of this idea is used
in the partial coherence matching technique of White
(1980), in which the underlying reflectivity match may be
assessed and a match filter derived to either convert the
VSP wavelet to that of the surface seismic or to convert
the surface seismic wavelet to zero phase.

4.7.1 Matching VSP to surface seismic data

In general, the phase of the operator is frequency
dependent. There is no fixed-phase rotation that can
achieve the same effect as that of applying the opera-
tor. Despite this, there is often a desire to determine
the closest fixed-phase rotation. One practical way to
extract this is to make use of the fact that, for a wave-
let, the peak of the instantaneous amplitude function is
at the zero time of the zero-phase wavelet that has the
same amplitude spectrum. Therefore, phase rotation
of the crosscorrelation until the central peak of the
correlation coincides in time with the peak of its ampli-
tude envelope measures the best fixed-phase rotation
needed for surface seismic data (Fig. 4-27).
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Figure 4-27. Left: Corridor stack compared with surface seismic data before analysis. Right Comparison fter
phase correction. The right image shows a much improved well-seismic tie. The blue-shaded area shows
the time window used in the analysis. The central panel shows a map of the crosscorrelation amp tudes
from which the time and phase difference between the VSP and the seismic data were deter in d.(F m

Campbell et al., 2005.)

If the surface seismic wavelet is, indeed, a simple
phase rotation away from zero phase, the crosscor-
relation function under the optimal phase rotation
becomes a symmetrical autocorrelation. Therefore, from
a qualitative point of view, the degree of asymmetry
in the crosscorrelation under the “best” rotation is an
indication of the amount of frequency dependence of he
wavelet phase.

Figure 4-28 shows a match using the more advanced
method of White. The surface seismic traces at the well
h ve be nmatched with the VSP corridor stack trace. The
raw match is shown in (a); although the match does not
1 ok very convincing, the statistics show a good underlying
reflectivity match. By applying the operator shown in (b),
which is clearly not zero phase, to the VSP corridor stack,
a much better match to the surface seismic data may be
obtained, as shown in (¢).
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Figure 4-28. VSP raw match to surface seismic data (a). By applying operator shown in (b) to the VSP corridor
stack, a much better match to the surface seismic data is obtained (c). (Graphic in (c) from Armstrong et al,, 2004.)
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4.7.2 Converting surface seismic data
to zero phase

The wavelet embedded in a corridor stack from a VSP is
not only of known phase; its amplitude spectrum is also
precisely known and normally is designed to have favor-
able spectral characteristics. The procedure of match
filtering adjusts the wavelet in the surface seismic data to
that in the VSP so that the filtered seismic data contains
the same embedded wavelet.

Equation 4-16 indicates that a filter designed to shape
the surface seismic trace at the well to the corridor
stack trace will provide the necessary correction to the
wavelet. The design of the filter can be done either by
spectral division or by conventional least-squares Wiener
filtering. The filter application can include the whole
filter or can use a whitened version of the filter to shape
only the phase spectrum of the surface seismic data.
Provided that the basic assumptions are honored in the
data, a good match between the filtered trace and the
desired output should be achievable with a short filter
length, possibly on the order of the length of the wavelet.
If a longer operator is necessary, then the differences
between the traces represent more than just the embed-
ded wavelet. For this discussion, short-period multiples
may be considered to be part of the wavelet.

Figure 4-29 shows an example of the effectiveness
of match filtering. A seismic dataset from a 3D surface
seismic volume is shown on the left. Well 2 penetrated
33 m of reservoir sand; Well 3 encountered only 3 m.
The synthetic seismic data are shown for both wel s
A VSP existed within the survey volume, and this was
used to derive a matching filter that was then pplied to
all traces of the 3D volume. The result is shown on the
right. The sidetrack from Well 3 enco ntered 7.5 m of
sand, visible in the match-filtered seismic section. The
match-filtered section clearly shows an event dying out
between Wells 2 and 3, thus sugg sting hat the thicker
unit extends to approximately common depth point
(CDP) 150.

In deeper wells or wells where the lithology changes
significantly with depth, different filters may be designed
for each zone This procedure should be applied with
care, however, because if the wavelet is considered to
be the ma n variable between the datasets, the only
thing th twil affect its shape during propagation will be
disper ion. More variability than this would stem from
eIT s in processing, static problems, inaccurate normal
move ut (NMO) correction, or migration artifacts. It is
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Figure 4-29. A matching filter was applied to the sei i data on the
left. The match-filtered data on the right ties both wells m ch better,
and the improved resolution shows the objecti e of the sidetrack
at Well 3.

unreasonable to expect the match filt r, itself a simple
one-dimensional process, t solve these problems.

The results from mat h filtering in areas where the
assumptions re h nored an be exceptional—previ-
ously invisible later detail can be revealed by this
procedure. No ew two-dimensional detail is intro-
duced by th filtering—it all must have been there in
the original data.

4.8 0-factor

Wave ets broaden as they propagate. Often we are
unable to quantify the dispersion and simply assume
that wavelets do not change much over the deconvolu-
tion design window. Figure 4-30 shows why this is an
optimistic assumption. These VSP downgoing wavelets
span a time window of only 600 ms in one-way time (1.2 s
two-way time), and yet, the high-frequency loss and
change in wavelet phase are impressive. The wavelet is
not constant over this window. The width of the direct-
arrival trough aligned at 0.0 s has increased by nearly
50%, and the high frequencies in the following peak
have been damped from a triplet at a depth of 350 m to
a broad, loopy, single peak at 2,700 m.

The VSP geometry provides an ideal opportunity to
measure @ directly and then to observe the effects of its
compensation because the downward-propagating pulse
can be isolated at each depth in the well. The downgo-
ing wavefield at each geophone depth is like a snapshot
of the wavefield past that point. Not only can the loss of
high frequencies be measured but also the changes in
wavelet shape that result.
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Figure 4-30. VSP data from a zero-offset VSP. No  the decay of
the high frequencies in the shape of the direc arrival wavelet as it
propagates from shallow to deep geophones. Thi is shown by the
broadening of the main direct-arrival trough and by t ~ shape of the
blue peak following it.

4.8.1 Measuring Q

A method for measuring @ was presented in Section 4.3
in the discussion of drift with respect to sonic and seis-
mic traveltimes. Equation 4-3 can be used to estimate
@ from the gradient of the sonic drift as a function of
depth. Two other methods are discussed here.

4.8.1.1 Measuring Q from zero-offset V'SP spectral ratios

If it is accepted that a change in the wavelet is caused by
dispersion, then € can be measured directly as he rate
of decay of higher frequencies relative to lowe frequen-
cies with depth and distance prop gated

Figure 4-31 shows how the spectrum from the downgo-
ing wavefield from the VSP data et in F'g 4-30 changes
over 2,400 m from near surface to the t rget horizon. The
deeper geophone (red) shows lower overall amplitude,
as expected, but more imp rtantly, the roll-off slope at
higher frequencies up to a out 85 Hz (where noise begins
to dominate) is steeper for the deep geophone than for the
shallow one. It is the relatively greater loss in amplitude at
the high rfreque cies that needs to be measured.

Figure 4-32 quantifies the roll off by showing the ratio
b tween the two spectra as a function of frequency.
Abo e 80 Hz, the decay trend abruptly reverses because
there is no longer any source energy at these frequen-
cies nd the comparison is just between ambient noise
recorded at two levels in the borehole. The straight
line on the plot represents the best-fit line over the fre-
quency range from 10 to 80 Hz and represents a value for
Q of 65—a stronger effect and lower value than might be
expected for rocks buried this deep.

Having derived a value of @ from the changes in the
amplitude spectrum, the next step is to derive a filter
to compensate for this effect on the wavelet. Simple
spectral whitening is not adequate because this would
imply a noncausal Earth filter. The necessary condition
is that this filter is minimum phase, and this allows the
construction of a Q-compensation filter.
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Figure 4-33 shows the result after application of
such a filter to the data in Fig. 4-30. The consistency
of the wavelet as a function of receiver depth is obvi-
ous. The width of the main (red) trough is consistent,
and the triplet character of the following (blue) lobe
is seen throughout the depth range. In both plots, the
amplitudes have been normalized, by trace, to the

amplitude of the red trough. The assumptions inherent
in deriving the compensation filter have been met—the
compensating filter has produced the desired results.
As expected, the Q-filter has also shifted the time of
the wavelet peak earlier by about 6 ms. This is part of a
much larger time shift between slownesses measured at
sonic versus seismic frequencies.

Amplitude, dB

0 10 20 30 40 50
Frequ ncy, Hz

60 0 8 90 100 110 120

Figure 4-31. Amplitude spectra from a deep (red) and shallow {yeliow) level in a zero-offset VSP. Note the greater
decay of the high frequencies (up to about 90 Hz) for th deepe geophone position.
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Figure 4-32. Logarithms of spectral ratios between the spectra of Fig. 4-31. The green line represents a best
fit to the decay curve over the frequency range containing useful data. The apparent increase in the ratio at
high frequencies merely reflects the ratio of noise between the two geophone depths, which ideally is unity.
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Figure 4-33. VSP data after Q-compensation using the value esti-

mated from the spectral ratios. Note the recovered triplet character
after the first trough and its consistency for all traces.

0.72

4.8.1.2 Measuring Q using coherency inversion

Measuring spectral ratios directly works well when the
geophone array provides sufficient change in the length
of the propagation path and the overall decay in the
high-frequency spectral components between the top
and bottom of a chosen depth interval can be measured.
An alternative method, called coherency € inversion,
is particularly suitable for walkaway VSP geometries
in which the receiver array usually spans only a small
depth interval.

This method makes use of the change in p opaga-
tion distance through the Earth as the source posi-
tion changes. An accurate Q-extrapola ion operator is
applied to the data for a large number of ial ¢ values,
and for each value, the semblance across the direct-
arrival wavelets is calculated and pl tted against the
@ values. The actual @ value is where the semblance is
a maximum. Figure 4-34 shows the direct arrivals from a
walkaway VSP as this pro ess is applied. The raw direct
arrivals after  long-gap p edictive deconvolution are

shown at the top; the same arrivals after all frequency-
independent amplitude corrections have been applied
are shown in the middle; and the data after applying the
correct Q-compensation are shown on the bottom.

Figure 4-35 shows the variation of semblance with
@, and the peak semblance at a @ value of 82 is
ea ily chosen.

Time, s

0.82

0.2

Time s

0.82

0.72

Time, s

Offset, m

Figure 4-34. \Walkaway VSP data under Q-analysis. Top traces show the data without any amplitude corrections; center
traces show data after geometric spreading correction (a data-derived spreading correction would overestimate the
exponent); and the bottom traces show data after Q-compensation. (From Leaney, 1999.)
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Figure 4-35. Average semblance plotted as a function of Q. (From Leaney, 1999.)

4.8.2 0 and geometrical spreading for the VSP data in Fig. 4-10 with that measured after
Amplitude decay caused by attenuation is part of the Q-compensation. If the ratio between them is plotted
loss compensated for with a ¢"-type spreading correc- (Fig 4-3 ), Q accounts for approximately {07 of the total
tion. Compare amplitude decay as a function of depth obser ed amplitude decay.

-+ Raw data
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Figure 4-36. The direct-arrival amplitude for raw data and data after Q-compensation. The best-fit spreading
exponent has changed dramatically.
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4.8.3 @ and deconvolution

In the example shown here, the @ value has been mea-
sured over a time interval of approximately 0.6 s. This is
an interval similar to what might be used for a deconvo-
lution design window for surface seismic data. Clearly,
the wavelet is not stationary over this window, and to
extract a single wavelet-correction operator without
Q-compensation results in a different response for shal-
low and deep reflectors, even over this relatively short
window. Therefore, any deconvolution operator applied
over this window would not be correct for all the events
within the window.

The importance of @ on propagation should not
be ignored, as illustrated in Fig. 4-37. Here a section
of a surface seismic line is shown with and without
Q-compensation. The Q-filtered version is clearly higher
frequency, but perhaps more interestingly, lateral varia-
tions and truncations are much sharper and more inter-
pretable. Further, it is interesting that this result was
obtained with a relatively high value for @ of 100.

Without Q-compensation

p— - — —

F ur
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4.8.4 Importance of Qin processing

The parameter @ has a large and significant effect on the
propagating wavelet. It affects

m phase of the wavelet as a function of time

m amplitude spectrum of the wavelet as a function
of time

® timing of events
m overall amplitude decay of the data with time

All these effects need to be compensated correctly; if
left uncompensated, they will lead to incorre t param-
eter selection in other processes o compensate for the
effect of Q.

To directly measure @ is po sible a d simple with
a VSP dataset, and to compensate fo it is a relatively
straightforward task. Note also that the transfer func-
tion between a shallow SP geophone level and a
deep one is a convolutio of t e Q-filter with interbed
multiples and cou d be u ed in a compensation or
deconvolution schem

With Q-compensation

4-37. Surface seismic stack section with and without Q-compensation filtering.

105



4.9 References

Armstrong, P., Durrand, C., Barany, 1., and Butaud,
T.. “Seismic Measurements While Drilling Reduce
Uncertainty in the Deepwater Gulf of Mexico,” Expanded
Abstracts, 74th SEG Annual International Meeting and
Exposition, Denver, Colorado, USA (October 10-15,
2004) 23, 2470-2473.

Campbell, A., Fryer, A., and Wakeman, S.. “Vertical
Seismic Profiles—More Than Just a Corridor Stack,”
The Leading Edge (July 2005) 24, No. 7, 694—697.

Grech, M., Jones, M., and Schmitt, D.R.: “Proper
Amplitude Recovery in VSPs,” Expanded Abstracts,
68th SEG Annual International Meeting and Exposition,
New Orleans, Louisiana, USA (September 13—18, 1998),
385—388.

Leaney, W.S.: “Walkaway Q Inversion,” Expanded
Abstracts, 69th SEG Annual International Meeting and
Exposition, Houston, Texas, USA (October 31-November
5, 1999), 1311-1314.

Nyquist, H.: “Certain Topics in Telegraph Transmission
Theory,” Transactions of the American Institule of
Electrical Engineers (April 1928) 47, 617-644.
Reprinted in: Proceedings of the IEEE (February 2002)
90, No. 2, 280-305.

106

O’Doherty, R., and Anstey, N.. “Reflections on
Amplitudes,” Geophysical Prospecting (1971) 19, No. 3,
430-458.

Stewart, R.R., Huddleston, P.D., and Kan, T.K.: “Seismic
Versus Sonic Velocities—A Vertical-Seismic-Profiling
Study,” Geophysics (1984) 49, No. 8, 1153—-1168.

Ursin, B.: “Offset-Dependent Geometrical Spreading in
a Layered Medium,” Geophysics (1990) 55, 492-496

White, R.E.: “Partial Coherence Matching of Syntheti
Seismograms with Seismic Traces,” Geophysical
Prospecting (1980) 28, 333—358.

Ziolkowski, A., and Fokkema, J.: “Th Pr gressive
Attenuation of High-Frequency Energy in Seismic
Reflection Data,” Geophysica Pro p cting (1986) 34,
No. 7, 981-1001.

Schiumberger



Anisotropy and AV0

Measurements from VSPs

Steve Horne, Scott Leaney, Lisa Stewart, and Michael Jones

5.1 Introduction

Anisotropy can be defined as the variation of a material’s
property with respect to the direction in which it is mea-
sured. Anisotropy may exist at many scales. For example,
a mineral crystal and a sedimentary basin may each
exhibit directional variations in physical properties.
Anisotropy occurs when there is a spatial ordering of
components—be it atoms, crystals, grains, cracks, bed-
ding planes, or fractures—on a scale smaller than the
length scale of the measurement. Rock formations can
be anisotropic in terms of a variety of measurements,
including resistivity, permeability, and elastic proper-
ties. Because seismic wave propagation is controlled by
the elastic properties of a material, materials with elas-
tic anisotropy exhibit directional variations in the speed
of waves traveling through the material.

For years, the existence of elastic anisotropy was
largely ignored by exploration and production geophysi-
cists. In many cases, the effect of anisotropy is small
and, therefore, can be justifiably neglected. Early da a-
acquisition geometries were not designed to expo  elas
tic anisotropy, and processing techniques tha assum d
an isotropic Earth delivered adequate results. However,
with new acquisition techniques su h as long-offset,
wide-azimuth, and full-wavefield recording the effects of
anisotropy are readily observed and cannot b reconciled
using isotropic assumptions. Fu thermo e, with today’s
enhanced computing power, eve subtle anisotropic
effects can be gleaned from large complex datasets.

The effects of elastic an sotropy convey information
about the nature of r ck formations, but because the
wavelength of the me surement is much greater than the
size of the alig ed fea ures, the measurement is unable
to resolve ndividual features. Nonetheless, indications
of the lignments that cause anisotropy can still help
mprove our understanding of the subsurface. Borehole
seismic surveys are now designed to characterize elastic
anis tropy so that the results may be used not only to

create better borehole seismic images but also to select
infill well locations or drilling directions for naturally
fractured reservoirs, design perforating j bs and hydrau-
lic fracture stimulation treatments in tight formations,
identify fluid types from amplitude variation with offset
(AVO) analysis, and improve surface seismic imaging
results in anisotropic conditions

Because the main forces acting on Earth materials
are generally vertical and horizontal, the main types
of alignment are also vertical and horizontal. Gravity
causes sediments t be deposited horizontally, which
creates the mo t commonly detected type of elastic
anisotropy Typic 1 stress regimes at depth tend to
cause near-vertica fractures to be open, which leads to
a s cond common cause of anisotropy, fracture-induced
aniso ropy. This chapter explains how these two types
of aniso ropy affect seismic waves, how the effects are
meas red, and what the results reveal about subsurface
properties and structure.

5.2 Vertical transverse isotropy
or polar anisotropy

One of the most common causes of elastic anisotropy is
layering-induced anisotropy. The horizontal layers may
have isotropic elastic properties that differ between
layers, or they may be anisotropic themselves. When
this stack of layers is probed with seismic waves of
wavelength larger than the individual layers, the result
is an averaged, or effective, response that depends on
direction. Such a medium is said to have vertical trans-
verse isotropy (VII) (Fig. 5-1). Alternatively, this form
of anisotropy is referred to as polar anisotropy because
properties only vary with the propagation direction
measured from the vertical pole. In this case, the effec-
tive vertical compressional velocity is less than the
compressional velocity in the horizontal direction.
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Vertical axis of symmetry

Figure 5-1. A medium with vertical transverse isotropy (VTI) has
polar anisotropy. The curved arrow indicates the rotational sym-
metry axis about which the properties are invariant. Velocities
are proportional to the length of the red arrows. (Adapted from
Armstrong et al,, 1994.; this graphic is copyright Schlumberger td.
Used with permission.)
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5.2.1 Measuring polar anisotropy

Direct measurements of shale properties in the labora-
tory and in the field have documented anisotropy in
excess of 20% (e.g., Wang, 2002; Leaney et al., 2001).
Such large anisotropies can have a significant impact
on seismic imaging. Neglect of the effect of anisot-
ropy causes mispositioning and degraded focusing of
reflections and also affects AVO analysis. Theoretical,
computational, and software developments now allow
migration velocity models to incorporate a sotropy
Anisotropic moveout equations are available to orrect
prestack gathers (Alkhalifah and Tsvank n, 1995).

Polar anisotropy may be measured in different ways
depending on the problem to be soved. For seismic
imaging, average properties between the source, image
point, and receiver are needed, wherea AVO interpreta-
tion requires local elastic properties on either side of a
reflector. Both effective and ocal types of measurement
can be obtained with walkaway VSPs.

As discussed in Chapter 2, the walkaway VSP com-
prises a static array of downhole receivers and a series
of shots at progressively greater offsets (walking away)
from the receiver rray (Fig 5-2). This configuration is
ideal for measuring layering-induced anisotropy because
it samples a wide-angle angular aperture from the verti-
cal to horizontal directions. Direct and reflected arrivals
at the full array of receivers can be used to estimate
local anisotropic properties, whereas traveltimes between

0 1,000 2,000 3,000

Offset, m

Figure 5-2. A walkaway VSP survey schematic showing direct arrivals (magenta) and reflections (orange)
into the bottom receiver (for AVO measurements) and from one shot into all receivers (for imaging).
A walkaway survey shot into a large array of receivers allows depth-dependent polar anisotropy to be

measured. (From Leaney, 2008.)
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source-receiver pairs can be used to calculate average
anisotropic effects. Several methods have been developed
for extracting anisotropy information in each case.

5.2.1.1 Describing anisotropy

There are a number of different ways to simplify the
mathematical description for VIT anisotropy, but the
one method that has gained most popularity is that of
Thomsen (1986). There are three Thomsen parameters
that are used to describe VTI anisotropy: epsilon (¢),
delta (0), and gamma (y). The Thomsen epsilon and
gamma parameters are the most easily understood of the
three parameters. Epsilon is a measure of the difference
between the horizontal and vertical propagation veloci-
ties for compressional waves. Similarly, the Thomsen y
parameter is a measure of the difference in the hori-
zontal and vertical propagation velocities for horizon-
tally polarized shear waves (SH-waves). The Thomsen
parameter O is not easily described either mathemati-
cally or qualitatively. Nonetheless, its determination is
important for the processing of reflection seismic data.
For the special case in which ¢ = 9, the velocity
curves for the P-waves are exactly elliptical, whereas the
SV-curve remains circular, or isotropic. Deviation from

1.0 ‘
y AL
/, |
Vertical I
slowness, 0
s/km \7 B
\ = AV
.|

-1.0
-1.0 0 1.0

Horizontal slowness, s/km

this condition is referred to as anellipticity, and it is usu-
ally positive with € > 8. There are several formulations
called anellipticity, which are forms of ¢ — 6. When the
Thomsen parameters are equal to zero (¢ = 0 =y = 0),
the material is isotropic.

Another often-used parameter to quantify anelliptic-
ity is called eta (n) (Alkhalifah and Tsvankin, 1995),
where 1 = (¢ — 8)/(1 + 28). Parameter 1 is commonly
used for nonhyperbolic velocity analysis, which will be
discussed later.

Another common combination of Thomsen's param-
eters that is referred to in the literature is sigma (o).
Sigma is a combination of epsilon and d Ita and is used
to describe the anisotropy of vertica ly p larized shear
waves (SV-waves).

(5-1)

An example showing velocities for a material with
anisotropy val es s milar t those observed in a walk-
away VSP is shown in Fig. 5-3. This figure shows
phase slowness nd group velocities for the P-, SV-,
and SH-waves In terms of the group velocity, the
vertical P-wave velocity (red line) is about 2.25 km/s,
whe eas the horizontal P-wave velocities are about

o=(e—8)x( P/VS)z.

3.0
/ N
t .
AR\
Vertical I |
velocity, 0
km/s \ /!
N\ A
-
J
-3.0
=30 0 30

Horizontal velocity, km/s

Fgure 5- Mod led phase slowness (left) and the corresponding group velocities (right) for a VTI shale with

=0.327 6=0.029, and y = 0.00. It can be seen that the curves are not circular, which would be the case if the
mate  al were isotropic, and that the velocity in the horizontal direction is larger than the velocity in the vertical
direc on. The gray lines indicate circular and elliptical velocity variations for reference.
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16% faster (~2.9 km/s). This variation is quantified
by the Thomsen epsilon parameter, which for this
example is 0.327. Note that the SH-wave group veloc-
ity (blue line) is circular, which indicates that the
velocity is invariant with propagation direction. This
is consistent with the Thomsen y = 0.0. In the case of
the SV-wave (green line), there are triplications, also
known as cusps, in the group velocity at a propagation
angle of approximately 45° from vertical. Also shown
for reference are isotropic and elliptical velocity varia-
tions. Note that the P-wave is not elliptical, and this
is quantified by the difference between the Thomsen
epsilon (&) and delta (&) parameters.

An important comment regarding conventional walk-
away VSP measurements is that they generally measure
P- and SV-wave effects. Therefore, they do not character-
ize the Thomsen parameter vy, which controls SH-wave
propagation. However, y is important in interpreting
microseismic data (see Chapter 8).

5.2.2 Effective anisotropy

Because polar anisotropy can have a significant effect
on surface seismic imaging, it is important to develop
anisotropic velocity models that can be input to seismic
migration. Time migration and depth migration have dif-
ferent requirements. Time migration requires effective
parameters that describe reflection moveout trajectories
in common-midpoint (CMP) gathers. Depth migration
requires calibration of an Earth model populated by
velocities achieved by raytrace traveltime inversion
Examples of each method are shown.
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5.2.2.1 Nonhyperbolic moveout

Assuming that the Earth is composed of flat, homoge-
neous isotropic layers, the moveout curves for reflec-
tion events obey the hyperbolic moveout equation.
Anisotropic media can lead to nonhyperbolic move-
out behavior; so, to develop the associated velocity
models requires extensions to the standard hyperbolic
moveout equation. The industry standard for the non-
hyperbolic moveout equation is the eta (1)) equati n of
Alkhalifah and Tsvankin (1995). The free paramete s
in the eta equation are the moveout velocity (Vomo)
and a nonhyperbolic, or anellipticity, parame er r} Eta
connects Vo, to the horizontal velocity (V7). Knowing
receiver depth and average vertical elocity (V,) from
a walkaway VSP, we can invert the walkaway direct-
arrival times for the Thomsen s p rameters.

A field example from onshore shows how large the
nonhyperbolic effect can be (Fig. 5-4). In this case,
a 1b4-receiver synthetic aper ure walkaway VSP was
acquired by repeating vibrator source points along the
source line 22 times, e ch time moving a seven-level VSI
tool to a new depth (Leaney et al., 2003). The picked
P-wave first-arriva times fit with a hyperbolic moveout
curve produced large errors. The data fit better with a
nonhyperbolic moveout curve, which produced a set of
anisotropy parameters—delta, eta, and epsilon—for
th t depth. The process, repeated for the remaining
153 receivers, produced plots of anisotropy parameters
varying with depth (Fig. 5-5).
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Figure 5-4. Results of nonhyperbolic moveout curve fitting for an onshore example that show data ata single receiver
in a 154-receiver walkaway VSP. The fit of the picked P-wave first-arrival data with a hyperbolic moveou curve
produces large errors. The differences between the arrival times and the best-fitting hyperbola are sho nin lue.
The best-fit nonhyperbolic function is shown in red. Differences between arrival times and the non ype boli fit are
shown in black. The anisotropic parameters extracted from this process appear in the inset. The pr ess, repeated
for the other 153 receivers, yields the depth-dependent property curves in Fig. 5-5. (From Lean v et al., 2003.)
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Figu e 5-5. Effective anisotropic parameters versus depth for a 154-receiver synthetic-aperture walkaway VSP.
Interva velocities (Vyt) from the 154 stations (orange) are plotted with hyperbolic (blue) and nonhyperbolic
(magenta) NMO velocities on the left. On the right are plotted the Thomsen delta parameter (green) and the eta
parameter (yellow) extracted from the walkaway data. (From Leaney, 2008.)
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5.2.22 Raytrace traveltime inversion

Depth migration requires a different description of anisot-
ropy parameters. The idea here is to calibrate an existing
velocity model by using ray tracing to match walkaway
VSP arrival times. Starting with an initial velocity model,
direct walkaway VSP traveltimes are iteratively fit picked
by perturbing interval anisotropy parameters. Constraints
should be consistent with geologic knowledge, such as
compaction trends or formation age.

Versus Depth

== |sotropic
== Anisotropic

In one example from deepwater offshore Nigeria, a
T2-receiver synthetic-aperture walkaway VSP dataset
spanned a depth interval of 1,065 m. Residuals between
observed traveltimes and an isotropic model were large
and increased with depth, whereas residuals based on
an anisotropic model were small (Fig. 5-6). Anisotropic
velocities and parameters shown in this figure were used
to model an AVO response (Fig. 5-7). The overall impact
of anisotropy on the AVO response is small because the

+01 Versus Offset

1,065 m Time, s
depth
== |sotropic
1 01 == Anisotropic
-0.1 Time, s +0.1 +3,700-moffset
Ve Vs ensity VulVy Anellipticity
Depth
2 3 0 1 2 1520 25 11 120 025 050
Velocity, Velocity, Density,
km/s km/s g/cm?

Figure 5 6. Direct-arrival traveltime residuals for a deepwater offshore Nigerian well (top). Residuals for all off-
sets versus depth (left) and for all receivers versus offset (right) show that the anisotropic model (green residu-
als) fits the data much better than an isotropic model (red residuals). The resulting laterally invariant VT| model

(bottom) was used to model the anisotropic AVO response that is

shown in Fig. 5-7. Layers with Vp/Vg values

below a threshold (reservoir sands) were made isotropic. These are indicated as layers with anellipticity values

of zero. (From Leaney, 2008.)
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Figure 5-7. An NMO-corrected walkaway receiver gather processed for true amplitude (left) ompar d
with anisotropic (center) and isotropic (right) AVO simulations using the calibrated odel of Fi = 5-6. At
the event indicated by red arrows, the AVO response in the walkaway data is better matched by the
anisotropic model than by the isotropic model. (From Leaney et al,, 2002; Leaney, 2008.)

results of the anisotropic model are similar to those of
the isotropic model, but there are levels at which the
anisotropic model agrees better with the walkaway
gather. The level indicated by red arrows is a zone in
which the larger change in AVO response is better
matched by the anisotropic model.

5.2.2.3 Impact on imaging

Anisotropy has a significant effec on imaging. In
anisotropic media, to migrate wi h an anisotropic veloc-
ity model that has been calibrat d using direct-arrival
times can have a marked imp ct on the accuracy of
reflection positioning and dip. This can be seen in the
migration results of a spiral 3D VSP. A line extracted
from such a VSP acquired over a salt body shows a large
variation of traveltim residual with offset when an

Fundamentals of Borehole Seismic Technology m Anisotropy and AVO Measurements from VSPs

isofr pic model is used (Fig. 5-8). However, a VTI veloc-
ity model more accurately predicts the traveltimes and
results in much lower residuals.

Isotropic and anisotropic velocity models used in the
migration of the 3D VSP data produce markedly different
results (Fig. 5-9). Migration using the anisotropic model
delineates faults more clearly and decreases the depth
of some deeper reflections by up to 270 m relative to the
image produced with an isotropic velocity model.

Another example that shows the impact of anisotropy
on imaging comes from the western Canadian foothills
(Fig. 5-10). Anisotropic shales above the imaging target
are tilted at 45°, thus causing a significant lateral mispo-
sitioning error. Fault truncations in the zone of interest
have been laterally misplaced by approximately 100 m
in the prestack depth migration data using an isotropic
velocity model.

13



Extracted line

Extracted line

Figure 5-8. Using isotropi  top) an anisotropic (bottom) velocity models on a 3D VSP. Shotpoints (left) are
color-coded by traveltime re idual: high residuals are red, low residuals are green and blue. Black points
along the extracted line a e sho points of the extracted line whose residuals are plotted on the right. Black
points off the line re ray-t acing failures. Rays from sources at those positions were refracted by salt and
did notmanage to a ive at borehole receivers. Application of a velocity model with polar anisotropy (bottom)
produ s low rresiduals. (From Leaney, 2008.)

114

Traveltime
residua
ms

Traveltime
residual,
ms



Migration with Isotropic Migration with Calibrated
Velocity Model Anisotropic Velocity Model

Figure 5-9. Results of 3D VSP migration using isotropic (left) and calibrated VTI anisotropic (right) vel city models.
The calibrated anisotropic model resulted in a significant depth shift and improved fault focu ng ¢ mpared with
the isotropic results as highlighted by the red ellipses and data inside the blue ovals. (From Leaney, 08)

(a)

Depth

(b)

e, ol
Truncations now moved ~ 100 m left

Anisotropic prestack depth migration

Figure 5-10. Migration using (a) isotropic and (b) anisotropic velocity models. The imaged zone
is beneath a massive tilted shale showing approximately 15% difference between vertical and
horizontal slownesses. Drilling targeted at the truncations shown in (a) would miss the target by
100 m. Solid lines are a reference grid.
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5.2.3 AVO and local anisotropy

The interpretation of AVO responses from surface seis-
mic common depth point (CDP) gathers is recognized
as a potential hydrocarbon discriminator (Ostrander,
1984). Figures 5-11 and 5-12 illustrate the principle.
The crossplot of ¥, versus V,/V; (Brie et al., 1995, 1998)
in Fig. 5-11 shows that the ¥ /¥ ratio for a porous rock
can change significantly depending on the fluid that fills
the pore spaces. Figure 5-12b shows how the P-wave
reflection coefficient varies with angle of incidence at
a shale/sand interface depending on the nature of the
pore fluid in the porous sand. The principle states that if
the amplitude of reflection seismic data from a horizon
can be recovered for shot and receiver positions that give
different angles of incidence for the reflection, the V,/1;
ratio contrast of the interface can be estimated.

Despite all the advances in logging technology,
rock physics, and surface seismic data acquisition and
processing, some steps in the workflow are still incomplete.
Discrepancies between reflection response amplitudes
from modeling and those extracted from the seismic

data are the rule rather than the exception. The model-
ing process encounters difficulties with upscaling from
log scales to seismic scales and with the need to include
anisotropy in the model when measured parameters are
normally unavailable. The surface seismic experiment
falls short of the ideal in several areas in both acquisition
and processing. Perhaps the most unsatisfactory feature
of these shortcomings is that, in practice, the errors
that they introduce are unquantifiable. Some of these
deficiencies include the following;

m Source directivity. Seismic sources, such as dyna-
mite, vibrators, or airgun arrays do not radia e energy
equally in all directions. There will be a directional
bias in the amplitude of the da as the source
takeoff angles change.

m Receiver array directivity. The general use of
receiver arrays introduc s directivity from the array
response. Furthermo e th general use of vertical-
component geophones in land acquisitions intro-
duces an in insic overweighting of amplitudes from
shorter offsets
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Figure 5-11. Sonic crossplot showing the velocity response to both pore-fill and lithology. Wet formations, such as
the wet sand trend (blue curve), show anincrease in their Vp/Vs velocity ratio because of decreasing shear velocity
caused by fluid-rock coupling. Shales (green curve) show an even greater effect. (From Brie et al,, 1995, 1998.)
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Figure 5-12. (a) Rock properties used to calculate reflectivity (after Ostr nder, 1984). (b) Amplitude versus

offset response of a gas-filled sand compared with a brine-filled sand.

m Reflection-point scatter. Over a source-to receiver ray-
path that may be 6 or 7km long, refle ionp ints at the
zone of interest that will be geometrica ly binned into
the same CMP gather will actually be scattered over
much more than that nominal CMP spacing. This could
allow lateral variations in reflectivity to masquerade as
offset-dependent effe t

m Propagation effec  Geometrical spreading, refrac-
tion, dispersion tra smission losses, tuning, and
anisotropy re all offset-dependent processes that
will affe £ th AVO esponse at the target.

m Rel tive amplitude. It is impossible to reduce the
seismic dat to absolute reflection coefficient values.
Therefore, only relative amplitudes are available
f r interpretation. If only relative amplitudes are
available, any apparent AVO response can only be
identified relative to other reflectors. This implies an
assumption that the average reflectivity exhibits no

Fundamentals of Borehole Seismic Technology m Anisotropy and AVO Measurements from VSPs

reflectivity change with offset or at least that some
particular reflector in the section has a known AVO
response against which others can be measured.

To calibrate the AVO process by forward modeling of
the response from well logs also implies assumptions.
For measured log data, there are uncertainties that
come from the initial data and borehole effects through
the modeling process. Although the problem usually
encountered in geophysical exploration is that of recon-
structing the high frequencies in the seismic data, the
reverse problem of upscaling the well log data can be
significant as well.

The walkaway VSP can provide a direct mea-
sured AVO response at the well free from many of
the assumptions introduced for the surface seismic
analysis and independent of logging conditions and
modeling assumptions.
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The basic geometry is shown in Fig. 5-13. Rays from
the source are recorded at an array of geophones imme-
diately above the zone of interest. This positioning of the
receivers prevents most of the problems encountered in
the surface seismic geometry:

m Reflection points are constrained to be very close to
the borehole.

m The recorded downgoing wavefield contains all
the propagation effects that will be present in the
reflected waves because the two rays travel the
identical raypath. In fact, the upgoing reflection from
the target divided by the downgoing wavefield is the
band-limited reflectivity.

m Source and receiver directivity are the same for
both upgoing and downgoing wavefields, so they are
automatically compensated for.

® Three-component (3C) data are recorded so that a
complete wavefield analysis can be made. Not only P-P
reflectivity, but also P-SV amplitudes can be measured.
In fact, even if only the vertical component geophones
are used, the upgoing and downgoing emergence angles
are the same, hence the directional effects cancel out.
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>

Figure 5-13. Walkaway VSP geometry designed for AVO analysis
showing source and receiver locations. A; and A; are downgoing
wave amplitudes, A, is the reflected wave amplituée, and Ry, is the
P-wave reflection coefficient for the measured interface.
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The source-receiver geometry in Fig. 5-13 was designed
for AVO analysis of an onshore example. The target is
approximately 1,400 m deep, with the farthest offset
source at approximately 850 m. Ray tracing predicts
the incident angle at the target to be 35° for the largest
offset. An extract of the data is shown in Fig, 5-14. The
target reflector is the event labeled “Lithic.” As can be
seen, the amplitude of the trough increases with offset
and can be classified as a Type III AVO anomaly The
AVO response measured in the AVO walkaway VSP was
used as a calibration point to correct the ampli udes in
the 3D surface seismic data over the reservoir inte val.

The correct AVO response can be sed to confirm
other aspects of the interpretation. Walkaway VSP data
were acquired in the Forties fi 1d in the North Sea
(Armstrong et al., 1995) and a e shown in Fig. 5-15. The
reservoir top at 2.105 s is represented by a black peak. Its
amplitude varies as the source offset increases.
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Figure 5-14. Walkaway VSP results: the trough amplitude (Lithic)
increases with offset. Offsets are (left to right) 98.5 m, 222.9 m,
347.7 m, 4732 m, 597.7 m, 723 m, and 847.9 m. Ray-traced
incidence-angle contours are shown from 5° to 40° (green). (From
Chen et al, 1998.)



A modeling study was performed to better under- The left-hand dataset has isotropic velocities in the
stand this amplitude response. A velocity model was layers, and the right-hand dataset has an anisotropic
built using compressional and shear logs, and two shale layer immediately above the reservoir. Anisotropic
synthetic walkaway datasets were calculated (Fig. 5-16). elastic parameters were calculated from the walkaway
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Figure 5-16. Isotropic and transverse isotropic (Tl) models. In the first model, the shale overlying
the reservoir sand is assumed to be isotropic (left). For the second model, key anisotropy fac-
tors calculated from the walkaway traveltime surface were used to make the shale Tl (right).
Differences in AVO behavior are visible in the reflection at 1.07 s, zero-offset time. The Tl model
shows an earlier increase in amplitude than the isotropic model. (From Armstrong et al., 1995.)
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traveltimes (see Section 5.2.3.1). Figure 5-17 shows the
comparison between the modeled and measured ampli-
tudes for the top- and base-of-reservoir events. The
match is very good at the base of the reservoir. At the
shale/sand interface (top of the reservoir), the agree-
ment is also excellent; although, at longer offsets and
larger angles of incidence, the synthetic data from the
model with anisotropic overlying shale is a much better
match than data from the isotropic case.

Further details and examples may be found in
Coulombe et al. (1996) and Leaney et al. (1999).
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Figure 5-17. AVO calibrati n. Measured walkaway AVO response
at the caprock/oil sand inter ce is shown as a red line (top), and
the response at the base f the sand as a purple line (bottom). The
equivalent model d respo se using an isotropic caprock shale is
shown in ora ge and prov des a poor fit to the measured response
atl ng roffs ts. Including anisotropy (VTI) in the caprock shale
(green) gves a etter match with the observed data. However,
he shale below the base of the sand can be adequately modeled
as s tropic. The sand is modeled as isotropic in all cases. (From
Arms ong et al, 1995.)
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5.2.3.1 Polar anisotropy estimation

Polar anisotropy (VIT) local to the receiver array can
be estimated using two methods. Techniques that fit
direct-arrival times or differentiated direct-arrival times,
called phase slowness methods, work best offshore—or
when statics are not relevant—and in areas in which
the velocity profile exhibits no velocity inversions. These
methods assume a laterally invariant medium with hori-
zontal slowness constant everywhere along the r y that
connects source and receiver. Horizontal slowness is
calculated by differentiation across offset (feasible only
when static corrections are not significant) and is best
measured by recording turning rays, w ich is possible
only in the absence of velocity inver ions When these
conditions cannot be met, the second method, which
uses apparent slowness acros the receiver array and
wavefield polarizations, can be used

Phase slowness method

In the case in which the overburden is approximately
horizontally layered from the surface to the bottom of
the receiv rarray it is possible to reconstruct the veloc-
ity curves as a fu ction of angle around the receiver
array. Strictly speaking, the measurements obtained are
slown sses rather than velocities. Nonetheless, the two
can be e sily converted from one to another.

To stimate the elastic parameters for an anisotropic
medium, the horizontal and vertical phase slownesses
can be measured for wavefronts propagating through
the medium at various angles. Given these slowness
components, which define the phase slowness surface,
inversion for the elastic parameters can then be per-
formed. In the case of VTI anisotropy, inversion for some
of the elastic parameters (ie., ¢}, ¢s3, C55, €;3) Can be
obtained using the procedure described in Miller and
Spencer (1994).

The vertical array of geophones in a VSP provides
the vertical phase slowness, which is the inverse of the
moveout of the direct arrival across the array of geo-
phones. If the depth increment between receivers is Az,
and the difference in traveltime from the source to two

receivers is At, the vertical phase slowness is
Al 5-2
A (5-2)

In the special case in which there are no lateral
velocity variations, the horizontal phase slowness can
be obtained from walkaway VSP data (Fig. 5-18). The
obvious, but impractical, direct measurement would be
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Figure 5-18. Measuring the horizontal phase slowness in a laterally homogen

B

e— AX_

|/

us Ea th. The two geometries

in this figure are equivalent in the case in which the Earth is horizontally ayer d

to have two geophones within the medium at the same
depth and separated by a short horizontal distan e. If
velocities are laterally constant, the source-recei er
pair can be moved horizontally without affe ting the
traveltime, so that a horizontal movem nt of the source
is equivalent to a horizontal movement f the receiver
by the same amount. Therefore the horizontal phase
slowness is

At

A.Z" (O- 3)

where Az is the horizontal separation between the two
source points. From t e above argument, it should also
be noticed tha the ho izontal slowness being measured
is that of t e medium in which the seismic receiver is
placed. The time difference is independent of the over-
burden velocity as long as it is laterally homogeneous.

To illustrate the phase slowness method, data from
a marine walkaway VSP experiment is used (Fig. 5-19)
(Miller et al., 1994). In this figure, representative data
are shown in the form of a common shot gather and a
common receiver gather. Red lines indicate the appar-
ent velocities of the direct arrivals. The reciprocals of
these apparent velocities are equal to the slowness com-
ponents. By combining the computed horizontal and ver-
tical slowness components from the common-shot and
common-receiver domains, it is possible to reconstruct
the slowness curve for the local anisotropy around the
receiver array (Fig. 5-20). This slowness curve can then
be inverted to yield estimates of the elastic anisotropy.
In this case, the Thomsen anisotropy parameters are
estimated to be € = 0.13 and 6 = —0.17.

The phase slowness method can work well but,
because of its restrictive assumptions, has a limited
range of application. A more general technique to
obtain local anisotropic parameters is the slowness and
polarization method.

Fundamentals of Borehole Seismic Technology m Anisotropy and AVO Measurements from VSPs 121



(a)
0.980
) 1.000
Receiver
depth, km
1.020
1.040
03 0.4
(b) 0
0.250
0.500
0.750
Time, s 1.000
¢
1.250 ]
iq ¢
1.500 | 341
2.35 km/s ig
1.750
2.000 Libii
-3 -2 -1

Souceo et km

Figure 5-19. Radial common shot gather (a) and common receive gath r(b)from a marine VSP walkaway
survey. The apparent velocity of the direct arrival isindicated by he red lin s. The reciprocal of this appar-
ent velocity across the vertical receiver array is equal to the verti al slowness component. Similarly, the
reciprocal of the apparent velocity measured in the ¢ mmon eceiver gather is equal to the horizontal
slowness component. (From Miller et al,, 1994.)
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Figure 5-20. Slowness data (black dots) derived from the walkaway VSP data shown in Fig. 5-19. The
best-fitting anisotropic slowness curve (red line) has Thomsen anisotropy parameters of ¢ =0.13 and

& =-0.17 (from Miller et al,, 1994). Also shown for reference are an isotropic slowness curve (green
line) and an elliptical slowness curve (blue).
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Slowness and polarization method

In isotropic media, the wave motion displacements
(polarizations) associated with the propagating waves
can be polarized either parallel to the direction of wave
propagation, as in the case of compressional waves, or
perpendicular to the direction of propagation, as in the
case of shear waves. This constraint no longer holds true
for waves propagating in anisotropic media (Fig. 5-21).
In the isotropic case, the slowness curves are circular,

08 Anisotropic
SV
Vertical g?w “;2
slowness, 0
e
08
0.8 0 0.8
Horizontal slowness, s/km
Isotropic
08 P
SV
Vertical N ‘MP%%
slowness,
o %““ﬁﬁ*g
-08
-0.38 0 0.8

Horizontal s| wnes s/km

<« P p gationdir ction
— olariza on direction

Figure 5-21. Slown ss surfac s and polarization directions for P-
and SV-waves in anisotro ¢ and isotropic media. In the isotropic
case, the slownes curves are circular, indicating that the velocity
isinvariant  th prop gation direction. The inner slowness curve
co responds t the compressional wave, for which the direction
of partic e displa ement, or polarization (green bars), is paral-
| I to t e direction of wave propagation (red arrows). The outer
cur corresponds to a shear wave whose direction of particle
displa ment lies in a direction perpendicular to the direction
of wave propagation. In the anisotropic case, it is clear that the
polarization direction of the SV-wave (green) is not aligned with
the slowness surface. This anisotropy is based on elastic models
from Jones and Wang (1981).

which indicates that the velocity is invariant with propa-
gation direction. The inner slowness curve corresponds
to the compressional wave, for which the direction
of particle displacement—its polarization (shown by
short green lines)—is parallel to the direction of wave
propagation (shown by red arrows). The outer curve
corresponds to a shear wave whose direction of wave
displacement lies in a direction perpendicular to the
direction of wave propagation. In the isotropic mate-
rial, it is quite clear that the polarization directions
are either parallel to (for the compressional w ves) or
perpendicular to (for the shear waves) the directi n of
wave propagation.

However, in the anisotropic case this property no
longer holds true. Note that th re is a small angle
between the polarization dir ctions and propagation
directions, as indicated b the small green and red
sticks, respectively. The cle rest difference can be seen
in the behavior of the SV-wave where it can be seen that
the polarizati ns a e generally not tangential to the
slowness surfac

Thes differen es between the polarization and slow-
ness vectors can be more readily seen by plotting
the polarization angles against the vertical slowness
component (Fig. 5-22). Such information can be used
to estimate the local anisotropy in the vicinity of the
receiver array.

The slowness-polarization method was proposed in
the 1990s but seldom applied because of the difficulty
in obtaining slownesses and polarizations of sufficient
accuracy to allow inversion. However, improvements in
downhole instrumentation and methods for wavefield
separation now allow sufficiently accurate measurements.

The example comes from Algeria (Fig. 5-23). Apparent
slownesses for up- and downgoing P- and SV-waves are
cross plotted against polarization, with 90° subtracted
from the SV polarization so that the points will plot in
the same area of the graph as the P-waves. The shape
of the SV data is a signature of polar anisotropy, but the
tilt results from the combination of a 34° well deviation
and a 6° tilt of the axis of symmetry, as determined by
the best-fitting transversely isotropic (TI) model. The
anisotropy is very large, with € = 0.58 and 6 = —0.05.

The inversion of slowness and polarization data does
not rely on structural simplicity in the overburden, as
is the case for the phase slowness method. This tech-
nique is more robust if SV data are included; therefore,
the method works best when strong mode-converting
reflectors are present just above or below the receivers.
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Figure 5-22. Polarization-slowness plot for isotropic (red) and anisotropic (blue) media. For display
purposes, 90° was subtracted from the SV polarizations. Plotted in this way, the differences between

anisotropic and isotropic behavior are more apparent.
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Figure 5-23. A slowness-pol rization plot for a 240-shot walkaway VSP in Algeria, with slownesses measured
across a five-receiver su array For display purposes, 90° has been subtracted from the SV polarizations. The
shape of the SV d ta is a r sult of polar anisotropy where the asymmetry results from the combination of a 34°
well deviation and  6° tilt f the axis of symmetry. The best-fit tilted transversely isotropic model (black) fits the

data

chbe erthantheisotropic model (gray) and allows determination of a 6° iltin the symmetry axis. (Graphic

r produc dwith permission from the In Amenas consortium [BP, Statoil, and Sonatrach]; from Leaney, 2008.)

5.3 Horizontal transverse isotropy

The second common cause of seismic anisotropy is related
to aligned fracture systems. Fractures are usually near-
vertical because of the typical stress regimes at depth,
which tend to close near-horizontal fractures. When an
aligned system of fractures is sampled with seismic waves

124

with wavelengths much longer than the individual frac-
tures, the net result can be directionally dependent—i.e.,
anisotropic. In some situations, the alignment of the verti-
cal fractures can lead to a response that is approximately
invariant, with rotation about the fracture normal direc-
tion, which lies in the horizontal plane. In these cases, the
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anisotropy is termed horizontal transverse isotropy (HTI),
and as illustrated schematically in Fig. 5-24. In the sce-
nario shown, waves traveling in the plane of the fractures
(e.g., in the - or z-directions), will have greater velocities
than those traveling in the direction perpendicular to the
fractures (i.e., in the 2-direction).

HTI can also be described by the Thomsen param-
eters, but the angles must now be referenced relative
to the horizontal fracture normal direction. As a result,
variations also occur with respect to both the azimuthal
and incidence angles. Thus, HTT describes one form of
azimuthal anisotropy.

More complex forms of anisotropy can be constructed,
for example, with multiple fracture sets or by embedding
aligned vertical fracture systems in a VIT medium. In such
cases, the resulting anisotropy becomes more complicated,
with more elastic constants required to define the elasticity.

Horizontal axis
of symmetry

Figure 5-24. Schematic representa n of fracture-induced anisot-
ropy where the fract s are vertical and aligned in the yz plane.
Such an arrangement ca lead to horizontal transverse isotropy
(HTI) with the  ymmetry ax s oriented in the fracture normal direc-
tion. Seismi waves aveling in the plane of the fractures will have
greater eloci sthanthose travelinginthe direction perpendicular
o the fra tures. (Graphic adapted from Armstrong et al,, 1994.; this
graphi- s copyright Schlumberger, Ltd. Used with permission.)

Oriented fractures can have a profound effect on
reservoir productivity and fluid movement. For this
reason, geologists, geophysicists, and reservoir engi-
neers can use measurements of azimuthal anisotropy
for well planning and to build better reservoir models.

To measure azimuthal anisotropy, measurements can
be made along several different azimuths. Acquisition
scenarios that fulfill this requirement include multi-
azimuth walkaway VSPs and walkaround VSPs, both of
which can be considered subsets of a 3D VSP.

5.3.1 Multiazimuth walkaway

Walkaway VSPs may be used to mea ure he re lectivity
response of an interface as a function of offset; this is
known as amplitude variation with offset (AVO). In the
case in which the interfa e separates materials with
azimuthal anisotropy, perh ps because of aligned verti-
cal fractures, the reflection response from the interface
not only changes w th ffset but can also change with
azimuth. Such varia ons are sometimes referred to as
amplitude variat on with offset and azimuth (AVOAZ).
Such variations can be measured if walkaway VSPs are
acquired along different azimuths.

I the example (Fig. 5-25), walkaway VSPs were
acquir d along eight different azimuths, and the reflectiv-
ity of the upgoing wavefield was analyzed by examining
the AVOAZ (Leaney et al., 1999). The observed AVO is
p otted as a function of incidence angle and azimuthal
angle (Fig. 5-26). A modeled response from a best-fitting
model clearly shows the systematic azimuthal variation.
The maximum AVO gradient is observed in a direction
that is coincident with later arrivals (slower velocity), and
the critical angle is reduced in the direction associated
with earlier arrivals (faster velocity).

In a second example, multiazimuthal walkaway VSPs
were acquired along three lines in an area with sus-
pected fracture-induced anisotropy in the reservoir
interval (Horne et al., 1998). Slowness and polarization
data derived from the VSP data were then inverted for
azimuthal anisotropy parameters, including strike and
dip angles of the fracture system (Fig. 5-27). The better-
fitting solutions correspond to near-vertical fractures
(less than 6° of dip) striking ESE or WNW, which are
consistent with core data and suggest the presence of
near-vertical open fractures in these directions.

It is also possible to derive slowness curves from each
walkaway VSP and to then invert the azimuthal slowness
curve variations to yield anisotropy estimates (Miller
and Spencer, 1994).
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Figure 5-25. Plan view of shotpoints recorded in a multiazimuthal walkaway VSP for me suring zimuthal
anisotropy. The borehole containing the receivers is in the center, and walkaway lines eman te n eight
directions away fromit. (From Leaney et al,, 1999.)
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F gure -26. Amplitude variations with incidence angle (vertical axis) and azimuth (horizontal axis) from a
mul azimuth walkaway VSP. Blue corresponds to positive reflection amplitudes and orange to negative
amplit des. The angle at which polarity changes varies with azimuth and is at minima for the medium’s
fast direction. The plot on the right shows synthetic data for a least-squares-fitting model applied to the
precritical data. (From Leaney et al, 1999.)
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(a) Open Fractures

110°-120°

(b) Polarization Inversion

282°

116°
(6°to SW)

Figure 5-27. Fracture strike and dip esults f m core data (a)
compared with results from a onl ear version of multiazimuth
walkaway data (b). In the polarization in ersion results, each colored
point corresponds to a diff rent racture orientation and is colored
according to the quality o the dat fit such that the purple colors
indicate a good fitto the data nd the yellow colors indicate a poorer
fit to the data. Th best-fi ting models correspond to near-vertical
(6° dip) fractures s riking at n azimuth of 116° (ESE) or 282° (WNW),
which is cons stent ith the core data (From Horne et al,, 1998).

5.3.2 Converted-wave VSP—Walkaround VSP

Shear waves are also sensitive to anisotropy and in a
more complicated way than P-waves because of a phe-
nomenon known as shear-wave splitting or shear-wave
birefringence. Shear-wave splitting can occur when
a shear wave propagates in an anisotropic medium
(Fig. 5-28). As the shear wave, or converted shear
wave, enters the anisotropic region, it can split into two
waves—a fast shear wave and a slow shear wave As
these two waves travel through the anisotropi medium
they separate because of the difference in their veloci-
ties so that, on emerging from the anisotropic medium,
there is a time delay between the arrival of the ast and
slow shear waves.

Such shear-wave splitting can be ob erved in con-
verted waves from offset VSPs rf om shear-wave VSP
in which a shear-wave sou ce is used to directly excite
shear waves. Walkaround VSPs can measure converted-
wave behavior as a unct on of azimuth from which azi-
muthal anisotr py a tribute can be estimated.

Horizontal axis
of symmetry

Fast shear-
wave (qS1)

Figure 5-28. Shear-wave splitting. In some circumstances, an S- or
P-wave that is incident on a medium with azimuthal anisotropy
can excite two shear waves. The shear wave with particle motion
polarized in the direction parallel to fractures or aligned features
will have a faster velocity and is known as the fast shear wave (red;
quasi S-wave [qS1]). The shear wave with particle motion polarized
in the direction perpendicular to the fractures is known as the slow
shear wave (blue; quasi S-wave [qS2]).
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The walkaround VSP comprises multiple sources
azimuthally distributed around a fixed multicomponent
receiver (Fig. 5-29). Such a configuration allows the
robust measurement of fracture-induced anisotropy by
the analysis of certain seismic attributes with respect
to azimuth. One set of useful attributes is associated
with downgoing P-to-S conversions. As explained earlier,
when azimuthal anisotropy is present, the downgoing
S-wave can split into two shear waves. These two shear
waves will then continue to propagate downward with
different velocities and different polarizations, leading
to nonlinear hodograms and energy on the transverse
component. However, in certain directions, only one of
the shear waves will be excited, and shear-wave splitting
will not be observed. In the case in which anisotropy is
caused by aligned vertical fracture systems, these direc-
tions will coincide with the fracture strike and fracture
normal. If a suitable metric related to the shear-wave
splitting is then calculated as a function of azimuth,
then these directions can be identified and interpreted
in terms of the fracture orientation. Attributes that have
proven to be useful include the ratio of the root-mean-
square (rms) energy on the transverse component to the
rms energy on the radial component.

(M
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In this example, the survey comprised 16 shotpoints
arranged in a semicircular pattern at a nominal offset
of 1,370 m. The source was a vibroseis truck, and the
receiver array spanned a depth range from 1,800 m to
1,890 m. After processing, a time window containing a
downgoing P-to-S conversion was selected and two seis-
mic attributes were computed as a function of azimuth.
The first attribute measures the ratio of the rms energy
on the transverse component to the rms energy on
the radial component. The second attribute es entially
measures the nonlinearity of the hodograms. For both
of these attributes, one could expect to see a minimum
value when the source-receiver azimuth s parall 1to the
fracture strike or fracture normal (Fig 5-30) To resolve
which azimuth corresponds to the fracture strike, the
data are rotated into one of hese directions and the
component with the earlie arrivals is identified as the
fast shear direction. At some azimuths, close to WSW
and NNW, the attributes appro ch zero. At intermediate
azimuths, the ftrib te approach maxima. Such behav-
ior is consisten with verfical fracture system striking
WSW. This interpretation agrees with other geological
data from the field and with a crossed-dipole sonic log
that was acquired in the same well (Walsh et al., 2002).

Zero-offset VSP

Figure 5 29. A walkaround VSP, using P-to-S converted waves generated by sources deployed at a range of
azimu hs to investigate azimuthal anisotropy. The survey comprised 16 shotpoints arranged in a semicircular
pattern at a nominal offset of 1,370 m. The source was a vibroseis truck, and the receiver array was deployed
at a depth range from 1,800 m to 1,890 m. (From Horne et al,, 2002.)
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Figure 5-30. Rose plots of anisotropy attributes from a walkaround VSP and a dipole sonic log (far right). The first attri-
bute (a) measures the ratio of the rms energy on the transverse component to the rms energy onthe dial mponent.
The second attribute (b) measures hodogram ellipticity. For both of these attributes, the minimum occu s when the azi-
muth between the source and receiver is parallel to the fracture strike or fracture normal. The r dlnes a e the actual
data points, and the grey lines are simply mirrored through the origin to simulate a reciproca sourc re eiver azimuth.
The rms attribute approaches zero close to the WSW and NNW azimuthal directio - Atinterm diate azimuths, the attri-
butes approach maxima. Such behavior is consistent with a vertical fracture system st iking WSW. This interpretation
agrees with other geological data from the field and crossed-dipole sonic log data (c¢) that w  acquired in the same

well. (From Horne et al., 2002; Walsh et al., 2002.)

5.3.3 Shear-wave VSP

In the examples above, it was shown how compressional
waves can excite shear waves, which can then be us d
to measure the shear-wave splitting associated with azi-
muthal anisotropy (e.g., slowness polarization nversion,
walkaround VSP, and hodogram analysis) However, it
is also possible to directly excite shea waves One such
shear-wave source is the shear-wave vibrator discussed
in Chapter 3. The shear-wave vibrator uses a base plate
that is pushed into the ground nd is hen shaken in
a horizontal direction, rather than in the more typical
vertical direction, ther by generating a shear wave. By
orientating the base plate in different directions, it is
possible to excite vertically propagating shear waves that
are polarized in a given direction. By recording data from
two or more different shear-wave source polarizations,
it is possi e to robustly estimate shear-wave splitting
u ing a echnique such as Alford rotation (Alford, 1986).

In this example, a shear-wave VSP was used to mea-
sure shear-wave splitting (birefringence) as a function
of depth (Fig. 5-31). In several of the zones, the degree
of shear-wave splitting correlated with sandstone inter-
vals that were interpreted to be fractured (Horne et al.,
1997). The fast shear-wave direction derived from the
survey was consistent with other geological information
from the area.
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Figure 5-31. Shear-wave splitting, or birefringence, measured in a
shear-wave VSP. The rate of birefringence plotted versus depth
(left) correlates with various sandstone intervals, which are inter-
preted to be fractured. (Data from Home et al, 1997; figure from
MacBeth and Li, 1999.)
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5.3.4 Integration with other measurements

Azimuthal anisotropy caused by oriented fractures and
tectonic stresses can be detected in other types of mea-
surements, such as borehole sonic logs, and fractures
themselves can be seen in borehole images and core. By
combining results from measurements at different scales,
interpreters gain confidence in their assessments of
anisotropy and can construct more reliable Earth models.

The walkaround VSP example previously described
from Rangely, Colorado (Figs. 5-29 and 5-30), combined
information from a zero-offset VSP, an offset VSP, a
walkaround VSP, and a crossed-dipole sonic log, all in
a cased well (Thompson et al., 2002; Horne et al., 2002;
Walsh et al., 2002). These data were integrated with
prior information from surface seismic, core analysis,

borehole breakouts, minifrac tests, and well-to-well
communication to evaluate fracture-detection methods.
The VSPs and sonic logs were able to quantify fracture
direction and anisotropy magnitude over large intervals
as well as in thin layers.

In a more recent example from the Cuitldhuac field in
Mexico (Fig. 5-32), shear-wave VSPs and crossed-dipole
sonic measurements were acquired to determine stress
directions for planning oriented perforating operations
in tight gas sands (Saldungaray et al., 2006; Barr entos ef
al., 2006). The field is composed of 20 sand packages that
must be stimulated to produce commercial qu ntit es of
gas. Understanding of the stress direct on is crucial to
planning hydraulic fractures and plac ng infill wells.
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Figure 5 32. Crossed-dipole log from the Cuitlahuac field showing zones with isotropy (A) and zones with differing amounts of
anisotropy (B and C). Zone A has low offline energy (Track 1) and a characteristic dispersion curve (top right). Anisotropic zones B
and C have larger offline energy. At the bottom of Zone B, the dispersion curves cross each other (lower right), indicating stress-
induced anisotropy. Shallower in Zone B, the dispersion curves appear as though they could cross (middle right), but the high
frequencies of the fast shear waves (red dots) are lost. Open, induced fractures were visible in oil-base mud borehole image logs
at this depth. (From Franco et al, 2006, modified from Wielemaker et al, 2005; this graphic is copyright Schlumberger, Ltd. Used
with permission.)
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The data from the sonic tool clearly showed isotropic
and anisotropic zones, the latter identified by maxima
in crossline energy, which indicates a directional prefer-
ence in the data (Fig, 5-32). The anisotropic layers range
in thickness from 5 to 80 m, with anisotropy magnitudes
from 1% to 8%. The behavior of sonic slowness-frequency—
dispersion curves reveals that different causes of anisot-
ropy are at work in these layers. Stress-induced anisotropy
is responsible for the shear-wave splitting in Zone B,
whereas the presence of fractures causes anisotropy in
other intervals.

Comparison of the fast-shear azimuth obtained from
sonic logging with that interpreted in borehole image logs
shows a good correlation between the two (Fig,. 5-33). In
the first case (Fig. 5-33a), the fast shear-wave direction,
indicative of the maximum stress direction, matches the
azimuth of tensile fractures seen in borehole images
within that zone. In a second example (Fig. 5-33b), the
fast shear azimuth correlates with the strike of bedding
interpreted from image logs.

The shear-wave VSP was acquired by exciting two
orthogonally polarized shear waves at the surface and
measuring their propagation using multicomponent geo-
phones in the borehole. Horizontal vibrators located
near the well generated shear waves polarized in the
E-W and N-S directions. Two vertically polarized vibra-
tors, one near the shear vibrators and one about 1,600 m
to the north, generated compressional waves.

Figure 5 33. Rose plots showing the comparison of the fast-shear
azimuth obtained from sonic logging (left) and the azimuth data
derived from borehole image logs (right). (a) The fast shear-wave
direction, indicative of the maximum stress direction, matches the
azimuth of borehole-induced fractures seen in borehole images. (b)
The fast-shear azimuth correlates with the strike of bedding inter-
preted from image logs. (From Barrientos et al,, 2006.)

Traveltime differences in the rotated data compo-
nents of the shear wave were plotted against depth and
showed an almost linear increase with depth, which
indicated a consistent anisotropy of about 1.7 us/ft over
the depth interval from 1,600 to 3,000 m. The shear-wave
VSP results confirmed the general trends in anisotropy
azimuth and magnitude that were observed in the
cross-dipole sonic measurements. The shear-wave VSP
delivers average fracture properties over a larger scale
than those derived from cross-dipole sonic measure-
ments. Both scales are useful for different app ications
(i.e., calibration to surface seismic comes from he VSP
data, prediction of borehole breakout comes from onic
logs). In this particular example, both measu ements
confirmed the general trends in aniso ropy azimuth
and magnitude.
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Imaging VSP

Michael Jones and Alejandro Martinez Pereira

6.1 Introduction

All exploration techniques aim to generate either a map
of some property or a vertical cross section through the
Earth. The latter is by far the more compelling visualiza-
tion. This visualization is the objective of geological cross
sections, multiwell petrophysical analysis and, of course,
the seismic method.

Surface seismic methods generate huge volumes of
2D and 3D data from which vertical cross sections may
be extracted over potential exploration prospects and
confirmed reservoirs. Borehole seismic methods provide
an alternative way to achieve a vertical cross section
over a restricted lateral extent away from a borehole.
Some of the reasons why this might be advantageous are
listed below.

® Tie into the seismic grid. Exploration wells are often
drilled on 2D data and the well location is frequently
far from the surface seismic line, either because of
surface access limitations or because of well-spacing
restrictions. Borehole seismic images allow the w 11
to be “tied back” to the surface grid.

® Delineate the reservoir. If a successful wel has be n
drilled, borehole seismic provid s an oppo tunity
to delineate the extent of the hydr carbon pool in
an extremely short time frame. To plan, permit,
acquire, and process a surface seismic survey may
take months, whereas borehole seismic results may
be available for interpretation less than a week after
the well has been drilled

® Steer the well for mall targets. Borehole seismic
images acquired when the well is at an intermediate
depth can p ovide the data to steer the well trajectory
into the target The additional cost is normally much
less than the cost of a sidetrack to a missed target.

® Find a mis ed target. If the well encounters the
target horizon on the downthrown side of the fault,
th  VSP can image the distance that will be neces-
sary to whipstock in order to hit the upthrown side.
If the target is a reef and the well encounters off-reef
or reef-flank facies, the offset VSP can determine if
the target reef is present or determine the distance
to the crest.
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6.2 Walkabove VSP

In deviated and horizontal wells, walkabove VSP (verti-
cal-incidence VSP) is the most common type o a bore-
hole seismic survey. In VSP terms, a horizontal well is an
extreme version of a deviated well Simil r to other VSPs,
deviated well surveys may be used t locate the well in
the 3D surface seismic volume and to assess the qual-
ity of surface seismic surveys. Also, the technique may
be employed to measure lateral velocity variations and
image faults a d structures below the wellbore.

The following example is a walkabove VSP carried out
in late 1994 in a North Sea well with a 1.2-km horizon-
tal section (Christ e et al., 1995). There were two main
objectives: first, to measure a suspected lateral velocity
anomaly that may have been creating artifacts in the sur-
face se smic data (Fig. 6-1) and second, to obtain a high-
resolution seismic image below the deviated portion of the
well. An additional objective was to obtain a seismic image
in the horizontal part of the well (Ediriweera et al., 1995).

As with any survey, the desired seismic image is
produced using the reflected, or upgoing, wavefield.
So, the first processing task is to separate downgoing
waveforms from upgoing waveforms. For walkabove
surveys in horizontal wells, this is not straightforward
because, unlike vertical and deviated wells, there is no
apparent time difference across the array between the
downgoing and the reflected upgoing waves (Fig. 6-1). It
is therefore impossible to use conventional techniques
to distinguish between reflected and downgoing waves.
To improve the image, a number of special techniques
are used, including

® multichannel filtering to attenuate noise and sharpen
the desired signal (Haldorsen et al., 1994)

® downgoing wavefield subtraction using a long filter
length to estimate the downgoing wavefield

® median filtering techniques to estimate and subtract
the energy scattered by faults

® enhancement of the desired upgoing signal

® equalization of the reflected wavefield amplitudes
from the horizontal and the build-up sections.
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Figure 6 1. Walkabove VSP in a North Sea horizontal well. The first-arriving seismic signals are tracked with a red line,
which also delineates the borehole trajectory in two-way time. The conventional processed VSP data (a) and the same
processed data with boosted gain (b) show poor continuity of reflected events, and the fault-scattered energy further
complic tes the image. In conventional methods of VSP processing, the lack of apparent velocity difference between
downgoing and upgoing wavefields leaves little or no reflected upgoing energy after wavefield separation. Boosting
the gain in the horizontal section is of little value. Horizontal VSP data after improved processing (c) show three impor-
tant features: two faults marked A and B, which appear as anticipated in the reflected image, and evidence of dipping
strata. The formation apparent dips appear parallel to the borehole until very near total depth. This was entirely con-
sistent with the computed dips from Formation MicroScanner* data. (From Christie et al,, 1995; this graphic is copyright
Schlumberger, Ltd. Used with permission.)
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The final image showed three important features:
two faults marked A and B, which appear where sus-
pected in the reflected image, and dipping strata below
the well (Fig. 6-1). The comparison of the VSP data
with Formation Microscanner* data acquired during
openhole logging confirmed the fault locations (seen as
chevrons in the VSP) and the apparent dips.

The two datasets were then interpreted and refined
together to provide a more complete description of near-
well geology than was otherwise available. The results
met the main objectives of the survey and delivered an
image below the horizontal section.

An alternative strategy to acquire and process hori-
zontal VSP data exploits the different responses of
geophones and hydrophones to differentiate downgo-
ing energy from upgoing energy in horizontal wells.
Geophones are clamped to the formation and sense its
motion. In contrast, hydrophones are suspended in the
borehole fluid and are sensitive to fluid pressure changes
as a seismic wave passes in any direction. Whereas the
two sensor types show the same signal polarity for a
downgoing wave, they show different polarities for the
upgoing wave. For a signal consisting of a direct pulse
followed by a reflected pulse, by taking the difference
between signals received at the two types of sensors, the
direct wave is canceled and the reflection is enhanced
(Fig. 6-2).

Complications arise from differences in the coupling
and impulse responses between geophones and hydro-
phones. Although this approach has been applied in he
field to enable the extraction of reflected wavefi 1ds in
a horizontal well and the imaging of reflectors below the
receivers, data processing becomes challenging and in
most cases impractical.

(Greoscientists working on field-development projects
are responsible for identifying promising targets within
reach of existing wells. In many ases, the obvious traps
have already been drilled Any remaining reserves are
contained in smaller, subtler features that can elude
conventional surface seismi imaging. Images from bore-
hole seismic surveys bring small structures and indis-
tinct stratigraphic ¢ ang s into focus and help asset
teams place de iated drainholes with confidence.

In one North Sea example, a deviated development
well w s planned to penetrate a target that was iden-
tifiable on existing surface seismic data (Fig. 6-3).
B fore drilling, well planners needed to confirm the
posi ion and dip of the target horizon and of neighbor-
ing structural features. Initial time-depth conversion of
the surface seismic image relied on information from a
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Figure 6-2. Separation of downgo g and upgoing waves in hori-
zontal VSPs using geo hone and hydrophone seismic signals. A
wave arriving fromabove p shes he sensor in the geophone down,
which records a positive motion (trace swing to the right). The same
wave, having refle ted below the geophone without changing
polarity, push sthe s nsor upward as it arrives from below (swing
to the left). The resuli g seismic trace consists of a positive down-
go g pulse followed by a negative upgoing pulse. A hydrophone,
by co parison, produces a seismic trace with two wavelets of the
s mepo rity. Therefore, the reflected event as seen by a geophone
is 0 pposite polarity to that seen by the hydrophone. Subtraction
of one s ismogram from another, after appropriate scaling, elimi-

ates the downgoing wavelet and leaves the reflected signal. (From
Christie et al, 1995; this graphic is copyright Schlumberger, Ltd.
Used with permission.)

nearby vertical well. However, lateral velocity variations
acutely limit surface seismic depth conversion accuracy.
Depending on geological complexity, a time-depth con-
version that is accurate at the control well may be tens
of meters in error where the deviated development well
penetrates the target. A VSP image was expected to
reduce uncertainty by giving a clear picture of the region
beneath the borehole.

A 210-level walkabove borehole seismic survey,
acquired in 11.5 hours, provided data to refine the
structural interpretation in the vicinity of the borehole.
The high-resolution borehole seismic image illumi-
nates the volume of subsurface below the well path
and clearly reveals faults not discernable in the sur-
face seismic image (Fig. 6-3). The dip, continuity, and
extent of the target horizon as seen in the VSP image
are significantly different from their representation in
the surface seismic data.
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Figure 6-3. Surface seimic image (a) showing trajectory of a North Sea high-angle direc  naldev lopment well (blue line)intended to penetrate
a dipping target identified on surface seismic data. High-resolution walkabove borehole seis ic mage (b) illuminates a target below the well
path and reveals faults not clearly imaged in the surface seismic image. Inth VSP image, the target horizon appears less continuous and with
a different dip and crestal position than in the surface seismic section. (From Arroyo et al,, 2003; this graphic is copyright Schlumberger, Ltd.

Used with permission.)

6.3 Offset VSP

In a borehole seismic experiment, whenever the position
of the source(s) and receivers result in reflect on poi ts
that exhibit lateral distribution, the potential exists to
generate an image of the subsurface. Whenev r the geom-
etry departs from the simple case of a ve tical ell (and
hence, vertical receiver array), horizontal reflectors, and
a source at the wellhead, imagi g will e a possibility.
Figure 6-4 illustrates the thre obvious cases.

Whenever the source and rec iver are separated hori-
zontally or the reflectors dip reflections will occur away
from the borehole. Ob iously, any other combination of
the cases in Fig 6-4 Iso generates an image.

6.3 1.Presurvey considerations

The firs geophysical question that must be asked when
planning an offset VSP survey with an imaging objective is:
Can the zone of interest be imaged from the borehole to a
great enough distance such that the image will be useful?
Put more simply: How far can the VSP see? In offset VSPs,
the image is built up as the geophone is raised inside the
borehole. In this case, the shallower the geophone, the
farther away it “sees.” Alternatively, for a fixed geophone
depth in the well, the greater the source offset, the farther
away the reflection point will be.
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For flat-layer geometries and straight raypaths, this
can be answered analytically, and that analytical answer
can be used as a first approximation for a more compli-
cated reflector structure. Clearly, in the limiting case of
the shallowest receiver at the surface, or of the reflector
at infinite depth, the maximum reflection offset is one-
half the distance to the source. Figure 6-5 shows the
formula for finding the offset distance of the reflection
point and a graphical set of curves for more practical
application. This set of curves can be used to answer the
two connected questions: How far away does the source
need to be, and how shallow does the shallowest receiver
location need to be?

As soon as the geometry becomes more complex,
some form of modeling is required. As in surface seismic
gathers, reflection points migrate up dip. It is easy to
construct cases in which the illuminated zone lies on the
side of the well opposite from the source. Deviated well
trajectories further complicate the picture. Ray-trace
modeling will show the extent of this effect by showing
where the reflection points will be for a given source-
receiver pair.
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Figure 6-4. Different ways of generating lateral images from offset VSP: a) vertical well, flat refl ctors offse
source; b) vertical well, dipping reflectors, zero-offset source; c) deviated well, flat reflectors zero-o fse sou e.

o) iy Source offset L~
W1 o i S
| = -

Maximum oKl /’////'/
image extent, m 400 /A//I/ ]
o 7
. )
100 Z://
0
1.2 1 0.8 0.6 0.4 0.2 0
Z 00D arge

Figure 6-5. (a) Definition sketch for offset coverage from offset VSP: D, = target depth, 0 = source offset,
Ximage = iIMage extent, z,., = geophone depth. (b) An image-extent graph for offset VSP is useful for practical
amecaﬁons.
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The maximum source offset that can reasonably be
used is another frequently asked question. To date,
there is no absolute answer to this, and the guidelines
vary according to the environment. The source-receiver
offset distance in the VSP is equivalent to twice the
source-receiver distance for surface seismic; ie., the
direct arrival on the VSP has the same angle of incidence
as the reflection from the same depth in the surface
seismic. Any offset distance that is more than one-half
the maximum usable source-receiver offset from surface
seismic gathers must be suspect, although the barrier is
not absolute. Again, modeling is the way to gain under-
standing. An approximate rule of thumb might be that
the maximum source offset should be about two-thirds of
the well depth, although many good datasets have been
acquired at longer offsets than this.

If offsets are large, the energy partitioning at the
layers through which the ray traverses starts to favor
shear waves over compressional waves. In some cases,
P-S-P conversions may become significant, as in a case
described by Layzell et al. (1987). This type of contami-
nation is particularly damaging because the doubly con-
verted wave is effectively a multiple source and cannot
be properly compensated for.

Modeling provides the only way to analyze the more
complicated cases. Ray tracing can locate reflection
points, and then synthetic data can be produced to
check the imaging from the migration algorithm and the
sensitivity of the resulting image to uncertainties in the
velocity field in two or three dimensions.

When structures are expected to be more ¢ plex,
the answers given by simple ray-tracing m dels may
be inadequate. Ray-trace modeling, although fast and
accurate, is normally based on the least time travel path
through the model between source and re eiver In com-
plex geology, the recorded waveforms may ¢ ntain mul-
tiple arrivals from the same inte face at different times.
If the horizons exhibit con a e cu vature, this behavior
is possible. Finite-difference modeling will be required
to generate realistic synthe ic traces for such a case.

6.3.2 Acquisit on

Practical considerations may also impact the survey
de ign On and, surface access to the required source
location may b difficult. Equipment is large and heavy,
and ground conditions, time of year, land and road
own rship considerations, or environmental concerns
may m ke access impossible. Oil exploration is often
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conducted in wild and sparsely populated areas where
roads are few and expensive to build. Figure 6-6 shows
an example in the Canadian Rocky Mountain foothills,
in which the only practical sites for source locations are
existing roads and drilling leases.

Offshore, the move away from the rig or platform adds
the requirements for a boat, navigation control, remote
firing systems, and mobile compressed-gas sources.

Wellsites

Figure 6-6. Aerial photograph in rugged terrain. Surface access is
possible only along existing roads and at existing drilling sites.

6.3.3 Data processing

Figure 6-7 shows an example of data recorded from an
offset VSP. Here only - and y-components are shown.
Because the source is horizontally displaced from the
receivers, there is energy on the two horizontal chan-
nels of the recording, but it appears incoherent. There
is also energy exhibiting two different moveouts for
both upgoing and downgoing waves. This is shear wave
energy converted from the compressional wave at every
transmission and reflection.

The data processing elements discussed in this section
may be extended to walkaway and 3D VSP processing,
discussed later in this chapter.
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Figure 6-7. Wavefields and traces from horizontal-component data as re orded n the borehole for an
offset-source VSP survey. Note the polarity flips in the direct arrivals as the tool ientation changes

with depth. Green is the x-axis data; red is the y-axis data.

6.3.3.1 Data preprocessing and wave-component otation

An initial step of data preprocessing incl des loading
and verification of the navigation or geographi al survey
data for each offset location and the display of the
data for each receiver level and for each of the three
components for quality control p rposes

The orientation of the horizontal geophones in the
wellbore is normally unk own and will generally vary
between tool position as the tool rotates on the end of
the wireline cable

The compr ssional wave direct arrival, however,
has particl m tion parallel to its direction of propa-
gation an will be the first energy to arrive at the
geopho e. T erefore, if the data traces from the
horizontal geophones are plotted against each other,

Fundamentals of Borehole Seismic Technology m Imaging VSP

sample-by-sample, over a short window around the
time of the compressional direct arrivals, the resulting
hodograms (Fig. 6-8) yield the tool orientation relative
to the azimuth of the source. These data can then be
transformed by an axis rotation to how they would have
looked had they been recorded with a set of geophones
oriented toward and perpendicular to the source azi-
muth (Fig. 6-9). The accuracy of this approach has
been validated through testing. Several source posi-
tions were laid out at known azimuths in a semicircle
around a well that had a geophone tool in it. Estimates
of the azimuths were calculated from the data and
compared with the actual azimuths. The results are
shown in Fig. 6-10.
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In isotropic media and in the absence of an out- For moderate offsets, the compressional wavefield is

of-plane structure, the process reduces the particle much stronger on the vertical-axis geophone than on the
motion of the propagating wavefield at the borehole to horizontal one, and often the decision is made to process
a 2D motion in the vertical plane containing source and the vertical-axis data alone using a processing scheme
receiver. In this model, there is no coupling between par- similar to that used for zero-offset VSP data. However,

ticle motion in that vertical plane (P and SV) and motion the modern trend is to process the data from both com-
perpendicular to it (SH). The horizontal component of ponents (i.e., the entire recorded wavefield). The VSI tool
the data oriented perpendicular to the plane after rota- encourages this because the quality of data recorded by

tion should contain no energy, neither compressional horizontal geophones is much better than it was only a
nor shear, if the assumptions have been honored. decade ago. Horizontal geophones are more difficult to

The vertical component and in-plane horizontal data clamp tightly and uniformly in the borehole and are more
show various types of wavefields passing across the affected by borehole irregularities or ¢ sing form tion
receiver array. They are labeled in Fig. 6-11. coupling. The VSI tool design, dire ted a remov ng reso-

nances and improving tool-borehole con act geometry,
allows the horizontal data to be us d qua titatively.
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Figure 6-10. Graphs used to determine the sour e azim th from d rect-arrival polarization. (a) Source
azimuth data versus geometry: points represent the a ual azi uth plotted against the measured
azimuth. (b) Source positions in plan view. Th t old pthis 00 m, and the bedding is horizontal.
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6.3.3.2 Wavefield separation and deconvolution

Several techniques exist for separating the different
wave types recorded by the array; they use the move-
out differences, the particle motion polarization, or
both. The data of Fig. 6-11 are shown in Fig. 6-12
after wavefield separation by parametric decomposi-
tion (Esmersoy, 1990; Leaney and Esmersoy, 1989). The
assumption is made that the wavefield recorded across a
subarray of the geophones can be described in terms of
moveouts and polarizations from four propagating wave
types: upgoing and downgoing compressional and shear
waves. After each successful inversion, the subarray is
moved up by one receiver position. This technique can

(a) 03 ___<«——— Measureddepth

be used either to invert for the material properties at the
array or to use those properties to model the data and
separate the components.

As in the case of the zero-offset VSP, deconvolution
of the upgoing wavefield with an operator designed from
the downgoing wavefield results in a zero-phase reflec-
tion section devoid of only the short-period multiples.
Figure 6-13 shows the compressional data from Fig. 6-12
after deconvolution. The traces are still ordered by depth
and do not yet represent an image of the subsurfa e.
Special deconvolution methods have been devel ped for
multioffset data (Haldorsen et al., 1994)
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Figure 6-12. Downgoing compressional (a) and shear (b) wavefields from parametric decomposition. Most
of the downgoing shear waves are mode conversions from the direct-arriving P-wave. The shearwavefield
is plotted at 4 times the gain of the compressional wavefield. Upgoing (c) compressional and (d) shear
wavefields from parametric decomposition. Most of the upgoing shear waves are mode conversions from
the direct-arriving P-wave.
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Figure 6-13. Offset VSP upgoing wavefield after waveshaping
deconvolution (compressional data).

6.3.3.3 Data migration

To interpret the offset VSP data in the form of a vertical
cross section requires transformation of the reflection
data from the depth, one-way time domain to the depth
(or offset), two-way time domain. This can be accom-
plished by either VSP common-depth-point (VSP CDP)
mapping or migration.

An initial velocity model is the starting point for bo h
of these processes. This can be generated from the s nic
log, the VSP arrival times, traveltime in ersio , geolo i-
cal models, seismic sections, or any other wvail ble and
relevant data.

Also discussed in this section is bor hole seismic
interferometry, an emerging imaging technology aimed
at transforming signals previously considered noise into
valuable information.

VSP CDP mapping

For each source-receiver pair, ray tracing of reflection
events to each nterfac is performed through the model.
Each ray w Il hav a traveltime associated with it as well
as a ref ection point in depth and offset. By interpolation,
each time sample on each trace can be associated with a

Fundamentals of Borehole Seismic Technology m Imaging VSP

point in the model. Therefore, the image can be built by
mapping the seismic amplitudes from the receiver traces
(in time) to their spatial location in the model. This
amplitude mapping builds an image in depth. The depth
image can be converted, by using the velocity model, to
CDP-style traces in two-way time.

The process above associates each time sample on a
trace with a point in offset and depth in the model. If
the depth term is converted to two-way time, the data
can be mapped into two-way time as receiver fraces—a
model-based NMO correction. This intermediat step is
particularly useful to interpret offset VSP data. I can
be plotted with the offset values as a ontour display
in an overlay. The overlay display all ws the user to see
from where in the VSP domain a partic lar image point
originated. Figure 6-14 shows such a display for the data
of Fig. 6-13. In Fig. 6-14, th traces represent increasing
offset from the well and two way time. They form a mini-
seismic section that an ein rpreted in the same way
as the surface eism c secti n.

Where a model of the shear velocity structure can
also be derived, the imaging operation can be performed
for converted shear-wave reflections as well as for the
¢ mpressional wavefield. Because the underlying map-
ping is to a depth model, the shear and compressional
images can be derived on a common depth scale with an
abso ute match between the compressional and shear
responses. Once mapped in depth, the images can be
¢ nverted to two-way compressional time, two-way shear
time, or converted-wave time to surface.

The procedure is a data-independent mapping—a
direct mapping of sample amplitude value through a ray-
traced lookup table—not a migration, which is a more
rigorous and correct approach to the problem of imag-
ing. Nevertheless, the products perform a useful inter-
pretational service on structurally straightforward data,
as it is very easy to identify receiver-dependent effects
in the image. It is also easy to gain a visual impression
of the density of reflection-point coverage as a function
of image-point offset (reflection-point coverage is denser
away from the wellbore and sparser near the well). In
addition, because it is a simple mapping tool, it should
not change reflection amplitudes because of any weight-
ing factor. Thus, its results can be used to perform true-
amplitude analysis in the model domain if the data are
rigorously processed.
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Figure 6-14. Offset VSP upgoing wavefield after NMO (a) and CDP (b) mapping. Note th contour

of equal reflection-point offset on the NMO panel.

Migration

Although VSP CDP mapping is robust and effective, it
is a model-based mapping process. It is based on the
assumption that the structure in the velocity model is
correct and that the geophone responses result only
from specular reflection at the interfaces; there is no
account for scattering. Migration, on the other hand,
reconstructs an image of the subsurface by collaps-
ing the diffraction response of each point ba k to its
source (ie., reflector or diffractor) using the velocity
model to construct the shapes o the di fraction curves
(Hagedoorn, 1954). Comput  mig ation of seismic data
emerged in the late 1960s as  natural outgrowth of
manual migration techniqu s based on wavefront charts
and diffraction curves, and i has been developed by
application of wave theory since the 1970s. Integral-
equation techn ques (Schneider, 1978) and difference-
equation techniques (Claerbout and Doherty, 1972)
ha e b en developed. The basic idea of the integral-
equation techniques is that each point in the Earth can
b imaged by integrating the scattered signals from that
point with weights over observations. The actual compu-
tation f the integral-equation technique appears as a
weighted diffraction stack. Because the Green’s function
used to compute the weights is derived by ray tracing,
the method is often referred to as ray-based migra-
tion. Kirchhoff and generalized Radon transform (GRT)
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mi ation methods are examples of integral-equation
techn ques: Kirchhoff migration evolved from the clas-
s cal diffraction stack first suggested in the Kirchhoff
formula (French, 1974, 1975; Schneider, 1978). The GRT
migration method formalizes the classical diffraction
stack by relating it to linearized seismic inversion of
velocity and the generalized Radon transform (Miller et
al., 1987). The formula used in GRT migration resembles
standard Kirchhoff migration.

The difference-equation technique is generally referred
to as wave-equation migration (WEM), and it tracks
recorded signals downward to the reflectors using the
finite-difference method. The use of difference-equation
techniques was traditionally difficult for a complex survey
geometry and velocity model because it required a huge
computational effort. As a result, the integral-equation
techniques have been predominantly used in borehole
seismic data migration. However, with the recent develop-
ment of new algorithms to solve the equations and the
increase of computational power, the use of difference-
equation techniques is rapidly increasing. Wave-equation
migration and reverse time migration (RTM) are methods
that use the difference-equation techniques: wave-equa-
tion migration is also called wave-extrapolation migra-
tion. The recorded waveforms are downward extrapolated
using a one-way wave equation. This computation is done
in the frequency-wavenumber domain in the horizontal



direction (Gazdag and Sguazzero, 1984). The image
is extracted by image conditioning and by combining
the impulse response from the source. RTM propagates
the recorded waveforms backward in time (Baysal
et al., 1983).

Migration methods based on the difference-equa-
tion algorithm require much longer computation time
than those based on the integral-equation technique.
Theoretically, the wave-equation migration provides
better images than the integral-equation technique
because the former includes the frequency dependency,
multipathing, and complex scattering; and it is free from
ray-tracing failure, which causes noise artifacts and
blanks in the image. Note that the quality and reliability

of the migrated image is largely dependent upon the
quality and accuracy of the velocity model.

The migration has two conceptual parts. The first is
the determination of the traveltimes (within the model)
from the source to each point in the subsurface and from
any point in the subsurface to each receiver (Fig, 6-15).
This set of traveltimes defines the set of moveout hyper-
bolae within the data from which scattered energy could
contribute to the measured response at the receiver.
The set of traveltimes is often referred to as a traveltime
lookup table because it can be calculated once for any
model and then used to look up the traveltim s fo any
subsurface point and shot-receiver pair Fig. 6-16).

Data point

Tr vel me A
curves B

Data Space

Earth Space

Figure 6-15. Each Earth-point scatterer contributes to any data point lying on its traveltime curve.
Conversely, a data point represents the sum of wavefields scattered by all Earth points on its isochron, an
ellipse drawn in Earth space with the source and geophones as foci. (From Beylkin et al, 1987; this graphic

is copyright Schlumberger, Ltd. Used with permission.)
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Figure 6-16. Radon'’s inverse transform applied to mig ting seismic data. Each point in the seismic image
is reconstructed by calculating the Radon weigh d aver ge of data points whose isochrons pass through
the point. (From Beylkin et al,, 1987, this gr phic is ¢ pyright Schlumberger, Ltd. Used with permission.)

Traditional approache to uilding the traveltime
lookup tables through the model have used ray tracing
(i.e., Kirchhoff migra on). The following two problems
are associated with this approach:

® In complex elocity models and in three dimensions,
it may be very difficult (and time-consuming) to find
som of the rays.

® Normally, some approaches will determine only the

hortest traveltime in complex velocity fields in which

multiple raypaths may exist, and most of the energy
may not take the shortest timepath.

The traveltimes calculated through the model define
the samples in the data that can contribute to the image
of a point. The more complex part of this problem is
the definition of weightings to apply to each data point
in image reconstruction. This is particularly complex
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in the case of VSP data compared with surface seismic
data because the range of incidence angles in VSP data
is often much larger than that for a surface shot or
CDP gather.

A synthetic dataset shown in Fig. 6-17 simulates a
vertical-incidence VSP sampled with 80 geophone levels
in a well deviated more than 60°. The velocity model
includes dipping layers, a fault discontinuity, and a point
anomaly. The migration method is a powerful method
that can yield accurate mapping in such conditions. A
comparison of the results from conventional imaging
and GRT imaging methods is shown in Fig. 6-18 on a real
seismic dataset. A CDP-based mapping technique does
not render a clear stratigraphic picture, whereas the
image obtained through the GRT imaging method clearly
reveals the reservoir pinchout between the two wells.
This explains why the well was dry.

Schiumberger
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Figure 6-17. Computer simulation of GRT migration applied to
a deviated-well offset seismic profile. Example is based on an
80-geophone dataset. (From Beylkin et al, 1987; this graphic is
copyright Schlumberger, Ltd. Used with permission.)
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Extension of the GRT migration method uses com-
pressional and shear waves in what is referred to as
multiparameter migration or inversion (Beylkin and
Burridge, 1987). This allows more realistic Earth models
that consider that seismic energy is not scattered
equally in all directions, which is the major limitation of
previous migration techniques. This technique permits
better lithologic and petrophysical interpretation of
seismic images.
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Figure 6-18. Images obtained when migrating same borehole seis-
mic data differently. Image obtained with conventional reflection-
point mapping (a) fails to illuminate stratigraphy properly. Image
obtained with GRT migration (b) shows how the reservoir top, as
interpreted from logs at the producer, pinches out before reach-
ing the dry well. (From Beylkin et al., 1987; this graphic is copyright
Schlumberger, Ltd. Used with permission.)
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Interferometry

One promising processing technique is interferometry,
which is the interference of two or more waves to produce
an output wave that is different from the input waves. This
technique is used to condition the seismic data prior to
migrating it with any of the methods described previously.
Researchers are investigating ways to use interferometry
to transform signals previously considered as noise into
valuable information. For instance, in typical VSP data-
imaging workflows, only primary reflections are migrated.
Free-surface multiple reflections are usually regarded as
noise and thus eliminated before migrating the recorded
data. Although benefiting from reduced attenuation and
improved velocity control with respect to migrated sur-
face seismic data, the resulting migrated VSP images are
restricted to a relatively narrow zone of illumination lying
below the borehole receivers. However, free-surface-related
multiples contain valuable information about shallower
subsurface structures, and if properly migrated, they can
provide wider illumination and better vertical resolution
of the subsurface properties than when imaging with
primaries alone (Fig. 6-19). More detail on interferometry
techniques can be found in Djikpesse et al. (2009).

Mirrored :,
receivers |

Free surface i

So rce
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Figu 6-19. Mirror imaging is an example of interferometry. The free
surface and the area above it are replaced by a mirror image of a
medium with the same elastic properties as the medium containing
the borehole and receivers. Receivers in the new material are the
mirror image of the original receivers. Whereas the original borehole
seismic experiment had a zone of illumination restricted to below the
receivers, the mirrored experiment has a zone of illumination that
extends to the former free surface. (From Blackbum et al,, 2007; this
graphic is copyright Schlumberger, Ltd. Used with permission.)
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6.3.4 Converted shear-wave imaging

Shear waves are an extremely useful tool with which to
interrogate the Earth’s geology. Their potential has been
recognized for years in the surface seismic industry, but
practical results have fallen short of expectations.

6.3.4.1 Benefits of shear waves

S-waves have slow velocity; therefore, they offer poten-
tially greater resolution. For a given frequency content,
the wavelength of the shear wave will be less than that
of the equivalent compressional wave. Because resolv-
ing power is proportional to wa elength, the shorter
wavelength of the shear wave gives it  gre ter ability to
resolve small events or thin beds.

S-waves convey differen re ponse and infor-
mation compared with classic P-wave seismic data.
Compressional waves respond to the acoustic impedance
(density multiplied by ve ocity) They are not affected
independently by the stiffness of the rock—they cannot
distinguish between cork and rubber. Shear waves
are sensitive to the shear modulus, and therefore,
events with low compressional wave reflectivity may be
strong converters of downgoing compressional waves to
refle ted or transmitted shear waves.

6 .4.2 Limitations of shear waves

I the surface seismic experiment, shear waves often
failed to live up to expectations, and as a result, their
use was not widespread. However, there is a current
resurgence of interest with the increasing use of ocean-
bottom cable (OBC) acquisition of marine data with
four-component sensors.

The main problem has been that the shear wave has
to spend part of its traveltime in the unconsolidated near-
surface section, either on the way up to the geophone in
the case of a converted wave or on the way both down and
up in the case of a surface shear source. The near surface
stratal interval is one part of the Earth that cannot sup-
port shear stress, and as a result, the shear waves that are
recorded tend to be noisy and of low frequency.

A second limitation is the availability of sources. There
are not many surface sources that can generate direct
shear waves (shear vibrator discussed in Chapter 3; and
the less-common impulsive shear sources such as the
inclined accelerated weight drop and inclined airguns).
These sources are sparsely distributed geographically, so
mobilization costs to acquire such data tend to be high.
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6.3.4.3 Converted shear-wave VSP

One way to avoid most of the limitations is to restrict
consideration to converted shear waves and the offset
VSP (or the walkaway) geometry. Here there is no need
for a specialized shear-wave source, and the shear wave
spends no part of its travel path in the unconsolidated
near-surface section. The receivers are well coupled to
the Earth in the borehole, with a positive anchoring
force significantly greater than their own weight, and
are in a much quieter environment than they would be
if on the surface.

The starting point for this illustration is the 3C data
shown in Fig. 6-11 after decomposition into the four
basic scalar wavefields (Fig. 6-12). The upgoing shear
wavefield shows many distinct, upgoing shear events.
The depths at which the mode conversions occurred
that created them are clearly identifiable (the depth at
which the upgoing shear event intersects the downgoing,
compressional direct-arrival curve). Figure 6-20 is an
enlargement of the relevant portion of Fig. 6-11. If one
tracks the event indicated as its travel path as a shear
wave lengthens, it is clear that the frequency content
does not change very quickly. This indicates that, in the
surface seismic case, it is indeed the near-surface uncon-
solidated material that attenuates the high frequencies.

At the point of conversion from compressional to
shear, the frequency content of the two waves must be
identical (extra peaks and troughs cannot be created or
destroyed), and the only net effect of the conversioni a

change in amplitude, analogous to the reflectivity for a
P-to-P reflection. Therefore, the waveshaping deconvolu-
tion operator derived from the downgoing P wavefield
is directly applicable to the upgoing shear wavefield;
it collapses those multiples that were generated in the
P-wave portion of its travel path and transforms them
to zero phase (assuming the desired output from the
waveshaping was zero phase). The result of the deconvo-
lution operator applied to the upgoing shear waves from
Fig. 6-20 is shown in Fig. 6-21.

The deconvolved shear waves can be VSP CDP-
mapped or migrated to form an image in the same way
as that of the compressional reflected wavefi 1d. The
NMO-corrected traces with overlayi g offset contours
are shown in Fig. 6-21, and th imag in offset and
compressional two-way time i shown in Fig. 6-22. The
shear-wave velocities mus be known for the model,
derived either from shear s nic logs (from the paramet-
ric inversion) or by traveltime inversion if the shape of
the geological nter aces is known.

Because the SPm grati n process is a depth migration
(as is VSP CDP mapping), the resulting images for both
compressional and shear data will be in depth and can be
displayed adjacent to each other on the same scale and at
the same scale as the corrected sonic and synthetic data.
Thus, an absolute correlation can be made between the
compressional and shear responses to a given geological
interface. Figure 6-22 shows a composite display of these
in Pwave time. The absolute correspondence of event
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Figure 6-20. P-S mode-converted upgoing shear event reflected from an interface near the bottom
of the well in Fig. 6-11. Note the consistency of the event as the distance from the reflector to the
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igure 6- 2. VSP CDP maps of shear-wave image (a) and compressional-wave image (b)

d splayed in two-way P-P time (data from Figs. 6-20 and 6-21).

times between the compressional and shear images
and the further absolute correspondence to well logs
that have been converted from time to depth using the
same velocity function are crucial and unique benefits
of the VSP in the interpretation of converted-shear
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seismic. There is no other way to unambiguously corre-
late reflection events between their compressional and
shear manifestations and to tie them directly to events
in depth in the borehole logs.
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The shear-wave image provides resolution at least as
good as the compressional image and emphasizes differ-
ent events because it discriminates only stiffness and is
unaffected by compressibility.

6.3.4.4 Case study—Shear waves from VSP

The Cuitlahuac field, located in the Burgos basin of north-
ern Mexico, became a candidate for reactivation (Arroyo
et al., 2003). The 200-km2 field has been producing since
1951. This field is composed of about 20 sand packages
that have experienced NW-SE trending normal faulting,
Each fault block acts as a separate production area and
has different pressures and seismic velocity variations.
The field engineers sought new technologies to help
identifyundrained areas and found success with the results
obtained by the VSI borehole seismic acquisition system.
Using P- and S-wave velocities and impedance values
derived from zero-offset and offset VSPs, interpreters

hoped to track lithology and hydrocarbon-bearing sands
to assist future well placement. The VSI tool recorded 3C
wave motion with high fidelity, which yielded accurate P
and S wavefields even when the source type and acquisi-
tion geometry was not favorable (Armstrong et al., 2001).
An example (Fig. 6-23) from the Cuitldhuac field shows
strong shear signals from a vibrating source, designed to
emit only P-waves, in a zero-offset source geometry with
nearly flat-layer geology. The panels of shear data show
the expected downgoing P-wave and P-waves converted to
both downgoing and upgoing S-waves. In addition, there is
an S-wave propagating directly from the source long with
S-wave reflections.

These zero-offset VSP data, process d for P-to-P
reflections and S-to-S reflection , yie d two corridor
stacks that may be compared with synthetic seismo-
grams computed from compressional and dipole shear
sonic logs calibrated with t e VSP velocities (Fig 6-24).

High-Fidelity Compressional and Shear Waves from P-Wa e Source
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Figure 6-23. Multi ompone t data from zero-offset, vertical-well VSP, processed to yield P and S wave-
fields. The ac uisi n configuration, with the source nearthe rig and the receivers in a vertical well, is not
ideal for rec ding shear-wave energy. However, the VSI tool acquires excellent mulicomponent data.
The verti al component data shown in (a) contains P-wave arrivals. The tool’s two horizontal components
have be n mathematically rotated to produce one component aligned with the direction of minimum
S wave energy (b) and one component aligned with the direction of maximum S-wave energy (c). (From
Arroyo et al, 2003; this graphic is copyright Schlumberger, Ltd. Used with permission.)
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Figure 6-24. Comparison of VSP corridor stacks, synthetics, and acousti’ imp dance models for P
and S wavefields. The high-quality match between corridor-stack data and syn etics shows that
the acoustic-impedance model is a good representation of subsurface e astic properties. (From
Arroyo et al., 2003; this graphic is copyright Schlumberger, Ltd. Used wth pe ission.)

The excellent match shows that the acous ic-imped-
ance model fits the properties of the layers in the vi in-
ity of the borehole, and that normal-incidence seismic
amplitudes may be used to infer reservoir properties in
this field.

The offset VSP data were processed to produce
images of the subsurface (Fig. 6-25). One image shows
the standard P-to-P reflec ons, whereas the other shows
P-to-S reflections. Both disp ay a good match with the
surface seismic section t the well location.
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The P-wave and S-wave velocity and impedance
information derived from these and other zero-offset
and offset VSPs are being used to constrain lithology
and fluid-contact interpretations from existing surface
seismic data as well as from additional multicomponent
surveys acquired. Velocity and attenuation information
from the VSPs is expected to help in the processing
of the multicomponent surface surveys and to define
a clearer picture of bypassed hydrocarbons in the
Cuitlahuac field.
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Figure 6-25. Comparison of surface seismic section with offset-VSP images from P-to-P reflections (a)
and from P-to-S reflections (b). Productive sands are shown in yellow whe e the intersect the borehole.
A regional fault is interpreted in red. The VSP images give clearindic tions of maller-scale faults (blue)
and broken reflections that are only implied in the surface seismic sectio (insert). The image derived from
S-wave reflections (b) has higher vertical resolution and therefo e images finer-scale features than the

P-wave reflection image (a). (From Arroyo et al., 2003; this graphic
with permission.)

6.4 Imaging walkaway VSP

Walkaway VSP imaging encompasses the survey geom-
etries in which the sour e position moves from shot
to shot. As in walkabove VSP (Section 6.2), the image
extent is built up by e change in the position of both
the receiver in the bore ole and the seismic source at
surface. For th walkaway VSP, the number of geophone
stations is u ual y limited and remains constant, whereas
the numbe of source points on the surface is large and
closely paced Both walkaway and walkabove survey
ypes an be considered the special cases of an ideal
ima ing VSP with receiver sampling over the entire bore-
hole f r a set of closely spaced shotpoints on the surface.

Fundamentals of Borehole Seismic Technology ® Imaging VSP
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Reduction in the number of source points, as in
the offset VSP, or reduction in the number of borehole
receiver stations, as in the walkaway VSP, compromises
the quality of the image that could have been formed had
the full-aperture dataset been available. A discussion of
the effects of limited aperture is presented in Miller ef al.
(1987). A modeling study published by Payne et al. (1994)
showed the results after the migration of various subsets
of a synthetic dataset consisting of 166 sources at 6.1-m
spacing received by 290 borehole receivers at 3-m spac-
ing. They concluded that reduction of the lateral coverage
had serious detrimental consequences on the image reso-
lution. The authors further concluded that reduction of
the number of sources has a more deleterious effect than
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reduction of the number of receivers in the borehole,
provided that the reflectors are more horizontal than
vertical. Surprisingly, they also suggested that imaging
salt flanks from the borehole would be best accomplished
using a survey in which both source and receiver were in
the borehole.

The moving-source approach to building image cov-
erage has the greatest operational advantages in the
offshore environment, especially with the VSI tool, which
can record several geophone positions in the borehole
for the same surface shot. In the marine environment,
the boat deploying the source can steam along a line,
firing the source as fast as the acquisition system can
handle the data.

To move sources in the onshore environment is
more difficult. Either vibrator trucks must move from
shotpoint to shotpoint along the acquisition line (or
grid), or dynamite shotholes must have been predrilled
before the survey. Access to all desired surface locations
may not be possible, and access to others often involves
time-consuming detours. Most onshore VSPs for imaging
are acquired with a small number of source locations
and with lateral coverage built up from the length of the
receiver array in the borehole.

Figure 6-26 shows the three possible geometries con-
sidered in this section:

m vertical well with moving source
m deviated well with source line at 90° to deviation

m deviated well with source line parallel to deviation
and possibly with the receiver array moving to remain
vertical beneath the source.

It should also be understood that these geom fries
are special cases of the more general concept of 3D VSP
in which, rather than a discrete line, the source points
would constitute an areal array from which any s t of
source points could be selected to form an arbitrary
line. Such a dataset might be acquired as stand-alone
project, but an alternative approach is to et the receiver
tool in the borehole and reco d the shots of a surface
seismic 3D survey (Section 3.9) This simultaneous
approach can offer significant advantages in the field.
It makes dynamite an e onomically viable source for
onshore survey sig ificant y speeds up acquisition, and
makes any such ffort ffectively free (no cost).

----- Walkaway source points
----- Vertical-incidence source points

Figure 6-26. Three possible walkaway geometries: right well, moving source (rig on the right);
deviated well, source line at 90° to deviation (left rig and red sail line); deviated well, source

parallel to deviation (left rig and green sail line).
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6.4.1 Presurvey considerations

The same survey planning and modeling concerns that
were discussed with respect to offset VSP surveys
(Section 6.3.1) are also relevant for walkaway surveys.
Here, however, the question “How far away should the
source be placed?” is replaced with “At what depth
should the geophones be placed in the well to optimize
the image?”

The maximum coverage for a given offset will occur
when the receivers are very shallow. Conversely, the
shallower the receivers, the advantage gained from the
VSP geometry is less because the receivers are further
from the objective and there is a longer, uncompensated
propagation path. In practice, receiver array deployment
is often at about one-half the depth of the target horizon.
Modeling is the essential tool for answering this type
of question.

6.4.2 Acquisition

One of the main operational concerns for conducting
walkaway VSP surveys is the navigation. It is vital that
each shot recorded can be matched with the location at
which it was fired and that the shots are fired along the
required line. This imposes a requirement for real-time
navigation control that can display the boat’s position
as a function of time and the desired shot locations (see
Chapter 3 and Fig. 3-16).

Airguns need air supply on the boat, which is sup-
plied by either a compressor or a stack of compress d
gas bottles. Liquid nitrogen is another alternative if a
large number of shots is planned or de k space on the
boat is limited.

Estimation of the minimum req i ed compressor
capacity, storage capacity, leveling-out ime, and the
cyclic air consumption is paramount in survey planning.

Table 6-1. Air-Flow Con idera ons for Different Survey Types

Table 6-1 illustrates the air-flow requirements for dif-
ferent survey types when using a 750-in3 [21.2-L] gun
cluster using 2,000 psi [137.9 bars].

If a compressor is to be used, it is important to con-
sider how quickly the compressor can charge the gun
array between shots. For example, for a boat speed of
4 knots [approximately 7 km/h] and a desired shotpoint
spacing of 25 m along the line:

boat speed = 4x1,852 mh =2.06 m/s[7 km h],
3,600 /h
time between shots = 22 M 195 (61
S

Therefore, the gun array will have t fully recharge
in 12 s from the air supply avai able, and the acquisition
system must be able to accept the nex shot in the same
time span.

If 6 s of data are to be ecorded for each record, then
the minimum time possib e between shots would be
6 s, which repr sents a maximum possible boat speed
of 8 knots [15 km/h], even with instantaneous gun
recharging and d ta acquisition. Note that a towing
speed of 8 knots [15 km/h] is not practical for VSP
sour es because of huge tensions in the towing cable
a d turbulence affecting the near-field hydrophones. In
prac ice, 5 knots [9 km/h] is the maximum water speed
allowed when towing sources or streamers. (Water speed
co responds to the algebraic summation of boat and
current speed.)

The seismic array will remain clamped at the same
depth for the duration of the boat pass along the desired
sail line. Therefore, it is essential that the array is
located with the best possible coupling of the receiver to
the formation. The internal shakers in the tool can help
the engineer to position the tool so that the clamping
will be optimal before the acquisition begins.

Survey No. Shots per Shot Cycle Hold Time Between Air Compressor
per Level Time, s Levels or Lines, s Rate, L/min

Checkshot 3 8 240 1,200

Z ro-offs tVSP 5 8 180 2,600

Walkaway VSP 1,200 11,4501

seismi Vlision while tripping 10 10 120 7,400

seismicVison one stand 10 10 3,600 1,150

Assumptions: 750-in3 [21.2-L] gun cluster, minimum firing pressure = 2,000 psi [137.9 bar],

air-storage capacity = 10% compressor capacity, and number of levels or stations = 50 for all surveys.

TBoat speed should be < 6 knots [< 3.086 m/s], and 15 min minimum between sail lines.

Fundamentals of Borehole Seismic Technology = Imaging VSP
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6.4.3 Data processing

The data processing schemes currently employed for
walkaway VSP follow the same basic principles as the
processing of a large number of discrete offset VSP data-
sets. For each shotpoint, there will be data traces from
the array of geophones. These traces make up a mini-
VSP for each source point; and most of the processing,
tool orientation, wavefield separation, and deconvolu-
tion are implemented in that domain. In general, this
imposes the restriction on the minimum length for the
geophone array. The array must have at least five geo-
phones to adequately separate upgoing and downgoing
P and S wavefields.

It is only the walkaway migration that is performed
strictly in the common-receiver domain, although the
mechanics of the algorithm are the same as for the offset
VSP imaging case.

If the geophone array is long enough and the number
of shots is large, it may be possible to “bin” deconvolved
data in a pseudosurface-seismic manner to calculate
residual statics, nonhyperbolic moveout parameters, and
AVO attributes.

6.4.4 Case study

In a deepwater field offshore West Africa, a nearly verti-
cal exploration well encountered the first of what was
hoped to be multiple reservoir sands (Dingwall et al
2003). To assess reservoir quality away from the well,
the geophysicists wanted to measure and calibrate he
AVO response of the top reservoir sand. When modeled
as isotropic, the sand exhibited a flat AVO res onse, but
a significant brightening of amplitude with offset was
evident on the acquired CMP gathers. They a so wanted
to measure anisotropy in the overburden and interven-
ing shales and to obtain a high-resolu ion image of the
deepwater reservoir targets.

Two perpendicular walkaway VSP were acquired
using an eight-level VSI t ol positioned in a shale zone
above the target reservoirs. S rvey planning showed that,
for the velocities and s ructure expected, walkaway line
lengths of 4.5 km would produce a suitable range of direct
and reflection ngles to characterize the AVO behavior
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of the target horizon at about 3,900 m depth. The two
survey lines intersected the well position. The SWINGS
navigation system assured source-position accuracy.

Overall data quality was excellent. To measure anisot-
ropy and identify AVO anomalies requires comparison
between the walkaway data and synthetics from an
isotropic elastic model. The elastic model, built from
dipole sonic and density logs, was extended up to the
seabed with the help of estimates of velocities and den-
sities from compaction and lithology trends (Fig. 6-27).
The extension of this model to include anisotr py was
achieved by VTI gradient traveltime inve sion using the
walkaway arrival-time information and the ca ibrated
elastic model. Anisotropy in the sand rich layers of the
model could be switched off by following a Vp/Vg thresh-
old criterion.

Anisotropy was found to be significant, with hori-
zontal velocities surpassing vertical velocities by 20%
in the shales. An AVO proc ssed CMP gather from
the walkaway data shows good correlation with a syn-
thetic gather genera d fr m the calibrated VII model
(Fig. 6:28) The xcellent tie validates the model used
for AVO sim lations. Anisotropy has a marked effect
on AVO response and must be taken into account when
analyzing AVO behavior at the target levels (Fig. 6-29).
The Target 1 sand, which before walkaway calibration
exhibited ambiguous AVO properties, shows a clear
brigh ening, or increase in amplitude with offset, when
ani otropy is included in the model.

The amount of anisotropy was greater than expected
in the survey plan and was found to dramatically modify
raypaths to the point at which even the longest offsets
did not reflect at large angles at the deepest target.
Future survey planning needs to consider extremely long
offsets if AVO information is needed at reflection angles
greater than 40° in similarly anisotropic formations.

The anisotropic model was used to migrate the
walkaway data to produce high-resolution images of
reservoir targets below the well (Fig. 6-30). The inline
walkaway image shows an excellent tie with a relevant
line extracted from the 3D marine seismic volume and
illuminates targets with greater resolution than does
data existing in the surface seismic survey.
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Figure 6-28. Comparison between the observed walkaway AVO response for P-to-P reflection data (a) and the modeled  sponse (b)
for an anisotropic formation at a deepwater target (red horizontal line). Amplitudes vary from negligible at zero' ffset highly negative
at long offsets. A density log (blue curve) in the center of the measured AVO response (a) swings to the le at reservoir targets. (From
Arroyo et al,, 2003; this graphic is copyright Schlumberger, Ltd. Used with permission.)
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Figure 6-29. Isotropic model (a) compared with anisotropic model (b) of surface seismic AVO response at four targets. The uppermost
target, Target 1, is the level shown in the measured AVO walkaway data in Fig. 6-28. The isotropic model yields no perceptible amplitude
variation with offset at this reflector, whereas the anisotropic model produces a clear brightening from dim, negative amplitudes at zero
offset to bright, highly negative amplitudes at long offset. The phase-angle curves plotted behind each set of modeled traces represent
angles of 10°, 25°, and 40°, from left to right. (From Arroyo et al., 2003; this graphic is copyright Schlumberger, Ltd. Used with permission.)
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Figure 6-30. Surface seismic section (a) from an offshore West Africa 3D seismic volume and a high resol tion walkaway image (b)
along the corresponding line. A corridor-stack trace (yellow) marks the borehole trajectory in the surface seismic image. The walk-
away data, migrated using an anisotropic velocity model, appear to illuminate faults  d other yer discontinuities that are not seen
inthe surface seismic section. (From Arroyo et al., 2003; this graphic is copyright Schlumberger, td. Used with permission.)

6.5 Three-dimensional VSP

The widespread use of 3D surface seismic imaging has
demonstrated the value of including a third dimension
in the acquisition and processing of seismic data In fac
many subsurface imaging problems cannot be solved
without a 3D survey. When the problem also requires
the survey to be performed in a bor hole, he s lution
is the 3D VSP.

Acqu sition 3D VSP
s TR
/g | JD
A AN /P
| 1

6.5.1 Acquisition

Figure 6-31 shows a sketch of a marine 3D VSP acquisi-
tion. The boat in the sketch is steaming in a series of
parallel lines over a grid. This acquisition geometry is
common when borehole seismic data is acquired in
conjunction with surface seismic data. However, in the
case of a stand-alone 3D VSP survey, spiral patterns are
the preferred sailing geometry, which has the advantage

Final Result

Inline

4

Crossline ’1
y_ /i
V-
V 7

Figure 6-31. Sketch showing a marine 3D VSP acquisition. (From Barzaghi et al, 2000.)
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that the source can shoot continuously. There is no
acquisition downtime while the boat turns around at the
line ends. On land, a pseudorandom source arrangement
on the surface may be preferred.

Normally, a walkaway VSP is acquired first and
analyzed onboard to confirm the validity of the survey
parameters planned for the 3D survey.

To minimize rig time and maximize 3D coverage, long
toolstrings are used downhole; typically this is a VSI tool
with 20 to 40 shuttles. Operating-efficiency concerns
about tool deployment speeds with such long arrays are
dispelled when operating crews achieve rig-up times of
1% hours in the case of a 20-shuttle VSI tool and less
than 4 hours for the 40-level tool. The toolstring remains
in the same position for the walkaway and the 3D VSP
survey, and it is not rare to have the tool continuously in
the borehole for more than 10 days.

Presurvey acquisition parameters planned for a 3D
survey include shotpoint separation, distance between
spiral arcs, and maximum spiral radius. These param-
eters are typically selected by oil company experts to
assure adequate imaging quality.

After the walkaway acquisition, the shooting vessel
navigates into position at the center of the spiral and
acquires the 3D survey. Acquisition typically uses a
flip-flop source configuration in which airguns fire from
the left side, then from the right side, of the vessel in
an alternating pattern. By starting at the center of the
spiral, the most important data could be acquired fir ¢,
in case unforeseen weather changes force cancella on
of the survey. It is critical that the actual acq isition
geometry follows the plan to a high degree o accuracy
(Fig. 6-32).

In a 3D VSP survey, the acquisition system not only
has to store large amounts of data but also has to be in
a ready state to record the next shot. n the deepwater
project shown in Fig. 6-32, Schlumberger engineers
aimed to acquire the data with a 13-s cycle time using
2-ms sampling; they actua ly achieved a 12-s cycle time.
Total nonproductive t me  as only 6% in 58 hours of
operating time.

One of the main conce ns for a 3D VSP survey is the
cost of rig do ntime. Surveys can last for more than
10 days at-more han USD 500,000 in deepwater offshore
rig cos  Long arrays, efficient acquisition techniques,
and eq ipmen reliability are a must. Significant cost
redu tion is achieved by deploying downhole tools in “rig-
less or offline VSP acquisition mode in a single derrick-
drilling rig (Hornby et al., 2007). The technique requires
aremote-operated vehicle (ROV), which directs and stabs
the seismic tool into the submarine wellhead. Figure 6-33
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shows geophones entering the wellhead at 1,350 m water
depth. The winchman and logging engineers coordinate
tool deployment with the ROV operator by video. The
first successful use of this technique occurred during the
Thunder Horse 3D VSP survey that Schlumberger con-
ducted for the operator in the Gulf of Mexico (Ray et al.,
2003) and is discussed in the following section.

(a)

10,000 ft

) I I : Rigllocation

10,000 ft

| 10,000 ft _|

Figure 6-32. Planned acquisition geometry (a) compared with actual
acquisition geometry (b) for spiral 3D VSP and walkaway surveys.
A 20-shuttle VSI tool with 30-m shuttle spacing acquired both data-
sets. Results from the 16-km walkaway VSP (red line in (a)) helped
geophysicists validate acquisition parameters for the 3D survey.
The center of the spiral was offset from the rig. The actual 3D survey
geometry closely matched the planned spiral. In the actual survey,
red denotes the port source, green denotes the starboard source.
(From Arroyo et al., 2003; this graphic is copyright Schlumberger,
Ltd. Used with permission.)
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Figure 6-33. View of rigless-deployed geophones entering the well-
head at water depth of 1,350 m. (Modified from Hornby et al, 2007.)

500
1,000
One-way time,
ms
1,500
2000 1
| §

-2,200 m -

6.5.2 Case studies

The survey shown in Figs. 6-34 and 6-35 was acquired as
a series of parallel lines—58 lines forming a 4-km x 4-km
square, with 160 shotpoints for each line. A five-level tool
was in the well over a 60-m interval. Data acquisition
took 65 hours (Barzaghi et al., 2000).

An example of the vertical-component data is shown
in Fig. 6-34, displayed as a common-receiver gather. Most
of the energy on this display is downgoing compressional
wave energy. This large-amplitude wavefield masks the
reflected energy until the wavefields have been sepa-
rated, using all three components of the recorded wave-
field, into upgoing compressional and s ear waves and
downgoing compressional and shear aves An upgoing
compressional wavefield is shown in Fig 6-35. Again, it
is displayed as a common-rec iver gather, and lateral
variations along the source ine can be seen, particularly
at a time of approximately 1 8 s.

Data are migrated in ~ way similar to that described
for the offset VSP. Tra eltimes are derived from a back-
ground velocity model nd are used to define the dif-
fraction r sponse in the dataset from each point in the

"

2,200 m

Figu e 6-34. The vertical component for one walkaway line (common-receiver gather) before data processing.
This sc ematic shows a typical inline survey. Most of the energy contained in the wavefield is associated with
downgoing waves that mask weaker, upgoing reflections. (From Barzaghi et al., 2000.)
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One-way time,
ms

extracted. The asymmetric distribution of events confirms the complexity of the subsurface lay

2200 m
Figure 6-35. The upgoing wavefield after data processing. After wavefield separation, e upgo ng waves are

The curved

signal at 2,000 ms on the right-hand side, indicated by the arrow, is probably ¢ used by an isolated faulted block.
The spatial position of these events is not yet defined at this stage of processing (From Barzaghi et al,, 2000.)

subsurface. The data are summed along the diffraction
curves to form the image. Figure 6-36 shows a cent al
crossline and inline from the 3D VSP dataset. The zo e
around the horizon at 2.8 s is shown at an expanded
scale in Fig. 6-37. Time slices through the ataset at
2.79 s and 2.81 s show that this event crests abo t500 m
northeast of the well.

An alternative 3D visualization is presented in
Fig. 6-38. This shows the fault rom F g 6-35 and the
interpreted event plotted with ~ color scale based on
amplitude. Again, the maximum amplitude of this upper
horizon (red) occurs abou 500 m northeast of the well.

This exercise dem nstrates how a 3D VSP dataset can
be acquired, processed, nd interpreted on an interpre-
tation workstat on similar to the way we handle surface
seismic datavo umes. he VSP data has better potential
resolution and pha e control from the downgoing wave-
field.

The high-resolution imaging power and target cov-
er ge of 3D VSPs and today’s other complex borehole
seismice surveys rely on a series of recent developments.
The carefully engineered multicomponent VSI tool and
accompanying acquisition technology, advanced under-
standing of anisotropic wave propagation, and the abil-
ity to model 3D-survey-acquisition response to an Earth
model all contribute to successful seismic surveys in the
borehole. Improvements can still be made in certain
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areas Characterization of the seismic source is one
topic on which work continues. Some borehole seismic
experts consider that digital recording of the full source
signature at each shot is necessary to ensure that sub-
sequent borehole seismic processing fully preserves
amplitudes. Monitoring source response at each shot
permits the acquisition crew to correct for any source
variation or failure. Source-signature consistency is par-
ticularly desirable for processing walkaways (3D VSPs)
that will be used as a reference for AVO calibration. The
time spent to properly design, acquire, and process a
borehole seismic survey is paid back in the achievement
of key objectives such as accurate time-depth conver-
sion, high-resolution images, enhanced illumination of
subtle features, reliable quantification of anisotropy,
and more confident interpretation of fluids and lithology
from AVO data.

In the Riacho de Barra field, a mature field in the
Reconcavo basin of northeast Brazil, Petrobras sought
to reduce risks in an infill drilling campaign (Blackburn
et al., 2007). Structural and stratigraphic traps were dif-
ficult to identify using conventional 3D surface seismic
because of a high-velocity conglomerate formation in
the overburden (Fig 6-39). This formation attenuates
seismic signals and reduces bandwidth, which renders
poor-resolution images and makes it difficult to define
reservoir boundaries (Sanchez and Schinelli, 2007).
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Figure 6-36. Migration results for an inline and crossline from surface seismic 3D data (a, c) and from 3D VSP
data (b, d). The reflection event at 2,800 ms on the VSP dataset represents the ta get horizon. This event is

not present on the surface seismic image. (From Barzaghi et al, 2000.)

60 70 80 90 100

Figure 6-37. Seismic display of the reflection event at 2.8 s on the two 3D VSP lines from Fig. 6-36 displayed at an
expanded scale (lower sections). Also, shown above the seismic sections are time slices of seismic amplitude at
2.79 s (left) and 2.81 s (right). The downward projection of the well is shown on the time slices. Both visualizations

show the structure cresting approximately 500 m northeast of the well. (From Barzaghi et al., 2000.)
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A 3D VSP acquired in existing wells was recom-
mended to improve the seismic image. The main goal
of the survey was to resolve erosional truncations of the
upper reservoir and delineate a deeper target that had
been poorly defined by surface seismic imaging.

An initial velocity model was constructed from the 3D
surface seismic data and calibrated by log data from more
than 30 wells in the area. Ray tracing through the model
was used to maximize coverage at the targeted interfaces
by optimizing location of sources and receivers

The 3D VSP design comprised 2,700 shotpoin s over a
13-km? area to be recorded from two neighboring wells
simultaneously, which was the best way to mprove
downhole coverage (Fig. 6-40). The seismic crew per-
formed essential survey operati ns s ch as locating
shotpoints and drilling the 4-m sh t holes for deploy-
ment of the dynamite sources. Rugged topography and
a forested landscape added difficulty to the acquisition
campaign. VSI tools were depl yed in rigless operations
in both wells.

Figure 6-38. 3D visualization of the event at 2.8 s noted in Figs. 6-36
and 6-37. Fault is shown in cyan. The surface in time (ms) is color-
coded by the amplitude of the seismic response at that point. (From

Barzaghi et al,, 2000.)
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Figure 6 39. The Riacho de Barra field, onshore Brazil. A cross section interpreted from well logs shows the main reservoir
(yellow) and the lower target (orange). Both are truncated at their upper surfaces by erosion and are overlain by a conglomerate
that obscures seismic signals. After a 3D surface seismic survey failed to adequately image the erosional truncation, Petrobras
acquired a 3D VSP to better delineate the limits of the reservoir. (Modified from Sanchez and Schinelli, 2007. From Blackbum et al.,
2007; this graphic is copyright Schlumberger, Ltd. Used with permission.)

164 Schiumberger



Figure 6-40. Double-well 3D VSP acquisition design. More than 2,700 shotpoints were planned n nes over
a 13-km? area. The area covered joins two circles centered on two wells ( eft). Shot locations are color
coded from low elevation (blue) to high elevation (red). A velocity model from e isting 3D surface seismic
data (right) was useful in planning the 3D VSP. In the velocity model, low velocities  re blue and high veloci-
ties are red. (Modified from Sanchez and Schinelli, 2007. From Blackburn tal,  07;thi graphic is copyright

Schlumberger, Ltd. Used with permission.)

To ensure good seismic data quality, coupling between
casing and formation was evaluated for cement-bond
quality in the two wells. Cement-squeeze operations
were required in both wells to guara tee g od cement
bonding throughout.

Before acquisition of the 3D VSPs, a zero offset VSP
was acquired in each well. The VSPs helped to optimize
the final placement of the VSI.arr ys for the 3D acquisi-
tion, and the velocity information from each well was
used to facilitate processing of the 3D VSP.

The 3D VSP data p ocessing for each well was han-
dled separately and hen merged prior to final migration.
The imaging result from the 3D VSP shows an increase
in resolution ov r that of the 3D surface seismic data
(Fig. 6 41). Interpreters are currently working with the
new 3D VSP data to define the limits of the reservoir.

Another marine VSP example comes from the Thunder
Horse field in the southcentral Mississippi Canyon, Gulf
of Mex co. The field is in water depth of approximately
1,920 m (Blackburn et al., 2007).

Seismic imaging in the area is extremely complicated
because of the abundance of overlying salt bodies. Surface
seismic images fail to resolve structural complexity and

Fundamentals of Borehole Seismic Technology = Imaging VSP

stratigraphic detail because both water-bottom and salt-
sediment multiples obscure major subsalt targets. Also,
targeted areas are very deep and seismic energy is highly
attenuated in its two-way time.

A 3D VSP was designed to reduce wave propagation
through the salt (Fig. 6-42). In the 3D VSP configuration,
the reflected energy travels a shorter path and passes
only once through the salt body, thus reducing attenu-
ation and improving resolution. The 3D geometry also
produces data from a wide range of azimuths, a feature
that improves illumination in surface seismic surveys
(Camara Alfaro et al., 2007).

In 2002, when the survey was acquired, only a 12-shut-
tle VSI configuration was available. The tool was posi-
tioned at three consecutive depths to produce an effec-
tive 36-level VSP. A spiral source pattern was selected
for efficiency and was repeated for each receiver array
depth. A total of approximately 30,000 shots were fired,
generating more than one million traces. The VSP image
was found to be much superior to the available surface
seismic data as shown in Fig. 6-43.
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3D VSP Cube
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700 m

Figure 6-41. Results fromth  Petrob s 3D VSP survey in the Riacho
de Barra field, onsho  Brazil The borehole survey produced high-
resolution results includi g cube displays and inline, crossline,
and time-slice dis lays, w ch can be interpreted using software
designed fo D surf e seismic data interpretation. The resolution
of he 3D VSP ata was superior to that of the surface seismic data

ver the ame a ea. (Modified from Sanchez and Schinelli, 2007.

rom Blackburn et al, 2007; this graphic is copyright Schlumberger,
Ltd. Used with permission.)
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Figure 6-42. Location map of Thunder Horse field in the Mississippi
Canyon, Gulf of Mexico (top). The operator ran several 3D VSPs in
this area, which has numerous salt intrusions that reduce the effec-
tiveness of surface seismic surveys. Three-dimensional VSPs can
be designed so that many raypaths avoid propagation through the
salt (bottom). (From Blackburn et al, 2007; this graphic is copyright
Schlumberger, Ltd. Used with permission.)
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Figure 6-43. Comparison of 3D VSP results with a 3D surface seismic line, M ssissippi Canyon, Gulf of Mexico.
The 3D VSP data (left) show higher resolution everywhere compared with surface seismic data (right).
(Modified from Ray et al,, 2003. From Blackbum et al., 2007; this graphic is copyrig t Schlumberger, Ltd. Used

with permission.)

High-resolution images from 3D VSPs can also be
used to guide placement of development wells An
example of this particular use comes from the Mad Dog
field in the Green Canyon area of the Gulf of Mexico.
Again, complex salt bodies overhanging the targeted
areas were shadowed in surface seismic data (Hornby
et al., 2007).

A 20-level VSI array with 30-m spacin between shut-
tles was run rigless into 1,370 m of open water and then
placed into the wellhead by an ROV. The source vessel,
WesternGeco Snapper, sh t two walkaway lines and
then shot the spiral su vey ge metry, which rendered a
32,000-shot 3D VSP in sixd ys. The operator achieved sub-
stantial savings by not sing rig time for the acquisition.

Results rom the Mad Dog 3D VSP helped produce
an improved image (Fig. 6-44). A fault of approximately
500-m throw, not visible on the surface seismic image,
was mapped; it caused a first well drilled in this zone to
completely miss the pay interval. A second well barely
interse ted the same reservoir. The operator determined
that the cost of drilling two of the sidetracks could
potentially have been saved if the 3D VSP had been
acquired before drilling the first well.

Fundamentals of Borehole Seismic Technology m Imaging VSP

Figure 6-44. Image from the 3D VSP survey in Mad Dog field, Green
Canyon area, Gulf of Mexico. A large-throw fault (purple) explains
why some wells drilled into the structure did not hit the pay zone (red).
Well 1 encountered the fault but failed to reach the reservoir. Well 2
intersected a small portion of the pay zone, and Well 3 hit the pay in
the correct location. Fault location and dip information from dipmeter
logs (blue) confirm the faultinterpretation onthe VSP image. (Modified
from Hornby et al, 2007. From Blackburn et al, 2007; this graphic is
copyright Schlumberger, Ltd. Used with permission.) Surface seismic
section for this area (not shown) shows no evidence of faulting or
reservoir delineation.
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6.6 Salt proximity surveys

Borehole seismic techniques encourage the design of
unconventional solutions to solve specific problems. One
of the best examples of this is the quest to define the
boundaries of large salt bodies.

Salt bodies may cause massive structural deformation of
stratigraphic sequences. Huge pillars of salt push upward
through the overlying strata, and as the pillar rises, it drags
the edges of the strata upward, at the same time sealing
the truncation. These deformations, and the salt that
caused them, give rise to prolific hydrocarbon traps and
simultaneously create imaging problems that make it dif-
ficult to locate those traps. The seismic imaging problems
are caused by the steep or overhanging nature of the sides
of the salt features against which the hydrocarbons are
trapped and by the large velocity difference between the
salt and the surrounding sediments. Unconventional meth-
ods have been derived to better detect the reservoir rock
truncations against the salt flanks.

Salt proximity surveys have been used in the search
for oil and gas since the 1930s. Several papers published
at that time (McCollum and LaRue, 1931; Gardner,
1949) detail the earliest attempts at hand-calculating the
necessary traveltime inversions.

Since those early days, the technique has grown from a
simple traveltime calculation in a two-layer velocity model
to a full three-component solution in three dimensions
through an arbitrary velocity model. The acquisition hard
ware measures all three components of the wavefield and
can monitor the azimuthal orientation of the sensors in the
borehole. Processing accounts for the traveltimes from the
source and the emergence angle at the sensor.

o Discovery
® Plugged a d aband ned
Salt sheets

6.6.1 Geologic setting

There are several basins around the world in which the
migration and trapping of hydrocarbons are at least
partially controlled by salt tectonics, such as in the Gulf
of Mexico (Fig. 6-45). During Jurassic time, the Gulf
of Mexico was periodically isolated from ocean water.
The limited water supply and arid paleoclimate led to
extensive evaporation. As the basin water evaporated, it
became increasingly saline, which led to precipitati n of
evaporite minerals such as halite (salt) and = nhydrit
The massive salt sheet deposited about 170 millio - years
ago is known as the Luann Salt. After salt dep sition in
the Late Jurassic, large sediment loads f om confinental
shedding and periodic carbonate pre ipitation resulted
in the development of a series of clastic and carbonate
transgressive sequences. The hea y lo d on top of the
salt caused (and continues o cause) plastic deformation
of the relatively fluid salt body. Salt is buoyant because
it is much less dens than the surrounding strata, and it
rises when nearby s 1t is dr ven sideways by differential
loading. Buoyan y caus d by the difference in density
becomes ignificant at depth. Thermal convection is an
additional force th t occurs when the geothermal gradi-
ent heats the base of a thick salt layer.

Salt diapirs are isolated, vertical domal structures
that are most common on the upper continental slope. A
salt d apir starts in the pillow stage as a salt mound with
a fairly planar base and is concordant with the overlying
bedding. In the diapir stage, the salt stock pierces the
overlying strata. In the postdiapir stage, necking of the
salt occurs (pinching out from the mother salt), and the
dome overhangs other sediments. These overhangs are

Figure 6-45. Map of salt bodies in the US Gulf of Mexico. (From Farmer et al, 1996; this graphic is copyright

Schlumberger, Ltd. Used with permission.)

168



potential hydrocarbon traps. Some examples of salt traps
illustrated in Fig, 6-46 include salt-dome overhangs, anti-
clines formed as salt rises through overlying strata, and
salt-reservoir contact traps.

Passive—No Space Problem

Radial or
subparallel
faults

Active—Diapir Creates Space

Reactive—Extension Creates Space

normal
faults

Figure6 6. Examples of potential salt traps. (Modified from Jackson
etal 994.)
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6.6.2 Geophysics

Exploration, production, and service companies have
expended much time and effort to delineate the flanks
of salt domes. For decades, interpreters used the ter-
minations of sedimentary reflectors as indicators of the
salt-sediment interface. During the last 15 years, turning
wave migration was developed to directly image the
flanks of domes. Turning wave migration attempts to cor-
rectly position reflections from nearly vertical interf ces
such as salt-dome flanks. Recently, complex seism ¢
attributes, such as instantaneous phase and frequency,
have been employed to identify salt-sed ment interface
points. Unfortunately, none of these approaches yields
precise terminations of the sediment ry reflectors, and
the lateral uncertainty can ea ily be s veral hundred
meters. The salt proximity tec nique tands out as one
of the most reliable methods in the elusive search for
accurate updip potential

As Fig, 6-47 from McCollum and LaRue (1931) illus-
trates, a seism ¢ so r e is laced above the salt dome.
Receivers are lowered i to a wellbore on the flank of the
salt dome Discre e stationary traveltime measurements
are made in the w Il from the source to each receiver.
If he locations of the source are known and the seismic
inter al velocities are known for each layer traversed by
the seismic wave, the salt/sediment interface position
canb calculated.

Figure 6-47. Schematic of raypaths through a salt dome with
source located above the dome and receivers in a well along the
flank ofthe dome. (From McCollum and LaRue, 1931; AAPG © 1931,
reprinted by permission of the AAPG whose permission is required
for further use.)
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The conditions for successfully mapping the position
of the salt flank are as follows:

m The salt velocity must be constant, known, and sig-
nificantly higher than the surrounding sedimentary
rocks. The smaller the velocity difference between
the salt and the surrounding sediments, the lower the
accuracy of the technique.

m The velocity field in the sedimentary rocks must be
well known. To achieve this, the sonic log can be used
as well as the traveltime differences between each
pair of receivers in the wellbore.

m The top of the salt must be fairly shallow so that the
rays from the source can all be assumed to enter the
salt at the same point to yield an accurate 2D solution.
For a 3D solution, this requirement is relaxed if the
velocity structure down to the top of the salt is known.

During the first several decades of salt proximity
processing, the traveltime inversion was two-dimen-
sional. Downhole seismic tools contained only a geo-
phone package oriented along the axis of the tool. This
is what today would be called a vertical geophone. This
geophone package was not gimballed, and there were
no horizontal geophones.

The earliest method of traveltime inversion is illus-
trated in Fig. 6-48. Assume a two-layer isotropic velocity
model. A seismic source is located on one edge of the
model. Several seismic receivers are located on the
other edge of the model. The traveltime of sound is mea-
sured from the source to one receiver. Given accura e
knowledge of the source-to-receiver position and the two
distinct velocities in the model, inversion will derive the
traveltime. Figure 6-49 illustrates this inversion There
are an infinite number of paths that sound an travel
from source to receiver and arrive at the ex ct measured
transit time. Each of these paths esults n slightly differ-
ent refraction points at the layer velocit boundary. The
curved (orange) line drawn through all these refraction
points for each path is cal ed an aplanatic surface (sur-
face of equal time). I is the locus of all possible loca-
tions of the salt boundary that would satisfy the observed
traveltime between source and receiver. Note that the
prerequisites for this solution are the exact positions
of source nd receiver and the two interval velocities
involved (Landgren and Deri, 1987).

Dur ng the 1980s, 3C geophone design technology
bec me feasible and popular. These three-axis geo-
phones were also gimballed, so the measurement could
always be recorded in a gravity-oriented reference
frame. With three gimballed, orthogonal geophones in
the downhole tool (one always vertical and the other
two always horizontal) and 3D modeling software, a
3D solution for the salt exit point became practical.
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Figure 6-48. lllustration o two-| yerisotropic velocity model. Rays
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Figure 6-49. Construction of the aplanatic surface (orange line) for
one source-receiver pair; see text for discussion.

In a preferred method today, VST and gyro tools are com-
bined to accurately orient the seismic sensors without
the shortcoming of noise-prone gimballed geophones. A
3D calculation of the traveltime inversion involves find-
ing the unique solution using both the traveltime and the
arrival angle of the wave at the tool. The 3D version of
the aplanatic curve, the aplanatic surface, can be found
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kinematically by ray tracing from the source toward the
receiver in the borehole. The actual point on this surface
that represents the salt exit point is found by tracing a
ray that starts out in the direction indicated by the 3C
energy arrival vector at the geophone, which is back
toward the origin of the direct energy arrival, and inter-
sects with the aplanatic surface. If this analysis is per-
formed for each source-receiver pair, the result will be a
collection of points in three dimensions that will lie on
the salt surface (Fig. 6-50). To interpret a surface from
these points will involve other geometrical constraints or
data from other source positions or boreholes.

(a)

6.6.3 Near-salt survey design

To improve imaging below or near salt bodies,
Schlumberger uses an innovative 3D survey-design tech-
nique. A VSP source, positioned precisely for optimal
subsurface coverage, improves imaging of reservoir
reflectors, even with proximity to salt. The salt geometry
derived from these VSPs can then be used to look ahead
of the bit for deeper potential targets and to evaluate
lateral changes in reservoirs.

The salt-proximity VSP combines borehole and surface
seismic modeling, which encompasses three steps The
first step is to define the subsurface area to be imaged,

Salt1 900 ft/s

(b) Source
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Aplanatic
. surface
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- >
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Figure 6-50. In the real world, the flank of the salt dome is tangent to the aplanatic surface where the
minimum-time ray intersects it (a). In three dimensions (b), the aplanatic curve becomes a cone for each

source-receiver pair. (From Gardner, 1949.)
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which is done by aiming rays down the ray cones, as seen
in Fig. 6-51. In the second step, rays are shot from the
image area to the surface. An analysis of the rays arriv-
ing at the surface indicates the optimal source location
(Fig. 6-52). The third step encompasses ray tracing from
the optimal source location to the image area and then to
the receivers (Fig. 6-563). This last step confirms that the
desired target area will be optimally imaged.

Figure 6-51. 3D presurvey modeling—shooting rays along ray cones
to horizon of interest. (From Campbell et al,, 2006.)

Figure 6-52. 3D presurvey modeling—histogram of rays intersect-
ing top surface of model to define optimal source location. (From
Campbell et al., 2006.)
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Figure 6-53. Ray-trace modeling that sh ws e ergy bouncing off a
salt flank.

Presurvey model ng can nclude ray-trace and finite-
difference simu ation of the survey (Fig. 6-54). These
techniq es can d termine the feasibility of the salt-flank
imaging and help nterpretation of the recorded wave-
fi 1ds. A ray-trace simulation provides a quick look at
the xpected travel paths of selected seismic wavefields.

Fini e-difference wavefield snapshots aid in the inter-
pretation of all the complex wavefields that can be
recorded near salt. These snapshots can also confirm
that the ideal source position defined in the 3D modeling
will, in fact, provide a VSP free of harmful salt effects.

In the Gulf of Mexico, an operator was drilling near
a salt body that was causing undesirable effects that
limited the resolution of surface seismic data and, subse-
quently, the proper delineation of reservoirs (Fig. 6-55).
Images from Well 1 presented a series of amplitude
anomalies near the salt flank (Fig. 6-56). This well
encountered a prolific pay zone in the sands indicated
in the seismic section. Well 3, an updip development
well, was drilled to evaluate reservoir continuity. This
well found pay in a zone equivalent to that of Well 1,
but a possible stratigraphic variation between wells was
suspected. Understanding the continuity of the reservoir
was crucial to develop the optimal depletion plan for
the field (Campbell ef al., 2006). An offset VSP survey
was devised primarily to confirm the lateral extent of
a reservoir zone at TD. The VSP image was also used to
look ahead of the bit for deeper potential targets and to
evaluate lateral changes in the reservoir. Another goal of
the survey was to determine the distance of the bit from
the salt flank.
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Figure 6-54. Snapshot from finite-difference modeling hat shows
energy bouncing off a salt flank.
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Figure 6-55. Acquisition setup for a VSP survey to image the reser-
voir and the salt flank. Well trajectories are indicated by the blue
lines. (From Campbell et al, 2006.)
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Figure 6-56. High-resoluti n'VSP re ervoir image overlying surface
seismic image. (F om C mpb | etal, 2006.)

The borehole s ismic survey was modeled using the
3D survey technique to position a VSP source for optimal
sub urface coverage. The VSP data were then quickly
processed for reservoir evaluation, resolution of any
deeper targets, and estimation of the distance to nearby
salt flanks.

To process the VSP data for a high-resolution res-
ervoir image, the data were taken through amplitude
correction, wavefield separation, wave-shaping decon-
volution, and migration using a GRT algorithm. The VSP
image in Fig. 6-56 has a 40% to 50% wider bandwidth
than the surface seismic image, which improves the
estimate of reservoir continuity.

Salt reflections—typically horizontally polarized
events recorded on the horizontal geophones—were
isolated and migrated using GRT migration (Fig. 6-57)
after the processing was completed for a reservoir
image. The improved subsurface resolution of the VSP
image allowed confident interpretation of stratigraphic
relationships and provided a high-confidence interpreta-
tion of the updip reservoir boundary, which resulted in
better understanding of reservoir reserves.
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8,000 6.7 Crosswell seismic surveys

Unlike surface seismic surveys, which provide an image
of reflector location and acoustic impedance, crosswell
surveys directly map velocity between wells by measur-
ing traveltimes. An example (Fig. 6-58) shows the veloc-
ity changes associated with movement of a steam front
in the Athabasca tar sands of Alberta, Canada. A base
survey was run between two wells before steam was
injected into a third well located halfway between the
two survey wells. The monitor survey, taken about thre
months after steam injection began, shows a de rease
in velocity caused by increased temperature near and
above the perforated interval (Justice ef al., 199 ).
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Figure 6-57. Migrated salt-flank image from VSP data with extrapo-
lation of the wellbore (green) to the salt entry point. (From Campbell
et al, 2006.)

Survey ) Surv y Survey ) Survey
well Injector well well well Injector well well

| Reservoir

]_Perforations

1.70
2.03
2.35
2,67

3.00
0 20 40 60 80 100 120 0O 20 40 60 8 100 120 Velocity, km/s
Distance, m Distance, m

Depth, m

Figure 6-58. Crosswell images before and after steam injection in the Athabasca tar sands, Alberta, Canada. The base survey (left) was acquired
before steam injection. The injection well is halfway between the survey wells. The monitor survey (right) was run three months after steam injec-
tion began. The reservoir interval is at 190 to 260 m depth, with a gas cap from 197 to 205 m. Perforation interval is at 240 to 250 m depth. As seen
from the velocity decrease—more orange and red—the steam has risen and retreated to the right. (From Albright et al,, 1994; this graphic is copy-
right Schlumberger, Ltd. Used with permission. Courtesy of John Fairborn, Chevron Petroleum Technology Company, La Habra, California, USA.)
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6.8 Time-lapse seismic surveys

A more quantitative way of using 4D seismic to monitor
fluid movement is to include synthetic seismic sections
and reservoir fluid-flow simulations in the calibration
and interpretation. Norsk Hydro is using this technique
to track a gas/oil contact (GOC) during gas injection
(Johnstad and Ahmed, 1992; Johnstad et al., 1993). Two
3D surface seismic surveys were acquired 16 months apart
in the Oseberg field, Norwegian North Sea. Special care
was taken to preserve true amplitudes during process-
ing. The base survey served several purposes. It provided
structure for the initial reservoir model and input for
further drilling and development decisions as well as
acoustic properties of lithologies and fluids. Amplitudes
of the base survey were used to derive acoustic imped-
ances through inversion. Then, acoustic impedances were
related to rock types and fluid saturations by using the
reservoir fluid-flow model derived from production data.

The injection of gas into the Oseberg field pushed
the GOC deeper and farther from the injection well.
Dual-Burst* Thermal Decay Time measurements in a well
bordering the monitored area show the displacement of
the GOC with time (Fig. 6-59). This displacement agrees
with that shown on the surface seismic image and with
the simulated reservoir fluid flow for the period between
the seismic surveys (Fig. 6-60). VSP images support the
same interpretation. Time-lapse VSP data from the same
well that has the Thermal Decay Time logs also sh w
downward movement of the GOC (Fig. 6-61).

Another interesting example comes f om the Violet
Grove pilot project, 100 km sou hwes of Edmonton,
Alberta (Couéslan et al., 2006). Carb n dioxide is being
injected into the Cardium Form tion n the Pembina
field for enhanced recovery and ¢ rbon sequestration
purposes. The reservoir is being monitored using simul-
taneously acquired time-lapse multicomponent surface
and borehole seismic su veys The baseline walkaway
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Figure 6-59. D al-Burst The mal Decay Time logs showing thickening of a gas cap with time. The well

locationis a he sout

n edge of the monitored area. The Dual-Burst Thermal Decay Time tool emits

pu ses o high- peed neutrons and measures the rate at which thermal neutrons are captured. Gas is

dentified by an in rease in the count rate. (From Johnstad et al,, 1993.)
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Figure 6-60. Oseberg seism c-d fference ections and simulated reservoir model sections. Vertical sections
(a), from top to bottom, of  ismic li e 60 from the base and monitor survey and their difference are shown on
the left. Simulated gas satur ions at the time of the base and monitor surveys and their difference are shown
onthe rightin (a). Horizon al se tion (b) made through the middle of the reservoir at a time slice at 2,356 ms in
the seismic-differ nce volu e (left) shows the greatest difference around Line 50, CDP 700. The correspond-
ing horizontal slice hrough the simulated gas-saturation-difference volume (right) predicts the same location
forth great tdifference in gas saturation. (From Johnstad et al,, 1993.)

sur y was acquired in March 2005, prior to CO, injec-
tion. T e first monitor survey was acquired in December
2005, after eight months of CO, injection. The geometry
of the survey is shown in Fig. 6-62. The two datasets were
processed identically, and each survey was migrated using
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the calculated anisotropic velocity model. Figure 6-63
compares the P-wave surface seismic data profile with the
P- and SV-wave VSP data. The walkaway VSP image is in
good agreement with the surface seismic data; it shows
enhanced both vertical and lateral resolutions.
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Figure 6-61. Repeated VSPs from 1989 and 1991. Overlay pattern is acoustic impedance v lues VSPs shot
22 months apart show the downward progression of the GOC (blue line) from 2354 s to 2.390 s. With the known
seismic velocity for the interval, this traveltime difference translates to a 44-m d op in the GOC—in agreement
with thermal decay time observations in the same well (Fig. 6-59). (From Albrigh ef al, 1994; this graphic is
copyright Schlumberger, Ltd. Used with permission; Johnstad and Ahmed, 199 )
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Figure 6-62. Aerial photograph of the Violet Grove CO, injection site. (From Couéslan et al,, 2006.)
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Figure 6-63. Seismic images showing tie between the P-wave VSP
(top), SV-wave VSP (bottom), and surface seismic data for Line 3,
Violet Grove pilot project (Fig. 6-62). The Cardium Formation is in
blue, the Viking Formation is in pink. (From Couéslan et al., 2006.)

Line 2: P-Wave Time Migration

Comparison of the baseline and monitor surveys
reveals changes in amplitude at the Cardium Formation
event; amplitudes have increased with time. A bulk time
shift is also observable, especially in SV data, which may
indicate fluid displacement. Figure 6-64 shows the dif-
ferences obtained using the P- and SV-wave data from
Line 2 in Fig. 6-62. There is no increase in amplitude for
seismic events at later times. Aided with this informa-
tion, geoscientists interpret that the CO, flood is moving
southwest of the injector along a dominant fracture
trend in the area.

6.9 Obtaining images in extreme conditions

In the North Sea, an operator was drilli g a well with
TD greater than 4,600 m and t mpe atures in excess
of 193 degC. The well trajectory wa deviated above a
chalky formation and then was sidetracked out of the
plane of deviation as depth increased. The slim analog
seismic tool, as desc ibed in Chapter 3, was used to
acquire a VSP in this borehole environment. To prepare
for the high tension expected on the wireline, high-
strength wireline able and dual-drum capstan were
required (Fig. 6-65).

=200 -100 0 100 200 200 - 00 0 100 200 -200 -100 0 100 200
088 | Baseline Cardium Mon or Cardium | | Difference Cardium 05
1.00 S evont S~ event N -~ event| 100
1.02 %’ ] / 1.02
Time,s 104 \ .% A 1.04
] 4 e h‘h wmu‘
1.06 o g S i ‘ 1.06
108 [ i | ety g
n‘u.‘-. - ‘ S Muvv. % LI' an' .- : PP
SV-Wa e Time Migration
0.98 n . ; . . . 0.98
100 Baseli e /4 Cardium | | Monitor Cardium | | Difference Cardium 100
gy TSN event ,/ﬁ:'.\l event /- \-) event 0
. (= ) St .
Time,s 104 ﬁ . :"‘!-. 1.04
106 -l .. Paumed! - 1.06
ie - e g -
1.08 e 1 1.08
=200 -100 0 100 200 -200 -100 0 100 200 -200 -100 0 100 200

Figure 6 64. Baseline and monitor survey time migrations and difference displays for the P- and SV-wave data
from Line 2, Violet Grove pilot project (Fig. 6-62). Amplitudes at the Cardium Formation have increased up to 50%

on some traces. (From Couéslan et al, 2006.)
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Figure 6-65. Borehole seismic acquisition tool for extreme condi-
tions. The SlimXtreme* slimhole, high-pressure, high-temperature
logging platform operates in conditions up to 30,000 psi and
260 degC. Operating companies have used the tool in condition up
to 238 degC. (From Blackbum et al, 2007, this graphic is copyrig t
Schlumberger, Ltd. Used with permission.)

The operator had several reasons o run a VSP in
this well:

m VSP would generate an accurate time-depth correlation
between well data and the time based 3D marine seis-
mic data over the targe . The reflection at the base of
the chalk was clear]l int rpretable in seismic sections,
whereas the deeper eflectio at the top of the reservoir
was not. This lea ly pr sented problems in confidently
interpreting he shape and extent of the reservoir.

Fundamentals of Borehole Seismic Technology m Imaging VSP

m VSP would provide an accurate depth-based image
of the reservoir and layers below TD. Surface seismic
data suffered with noise from multiples, which could
be corrected with a VSP image that may contain fewer
multiples (Chapter 4). This noise appears as horizontal
reflections that interfere with the signals from the dip-
ping reservoir layers. With the image extended below
the well, the correlation with layers identifiable on
surface seismic data becomes possible.

m VSP would provide better estimates of formation
velocities to improve reprocessing of the 3D marine
seismic data. Velocities of the chalk and u derlying
formations were not reliable. Impro ed velo ities in
this section would produce more a curate 3D images
and potentially lead to reduced risk in future drilling
in the area.

The survey was designe to acquire 73 stations every
15 m, spanning a depth interval from the reservoir up
through the chalk and more widely spaced intervals
higher in the s ction At TD, the temperature reached
193 degC. An airgun cluster with three 150-in3 guns was
used as the seismi source deployed at the rig in a zero-
offset survey configuration.

Processing the 3C data to determine from where the
reflec ions originated included standard steps as well as
a s ecial correction for the 3D nature of the borehole
trajec ory. This allowed the VSP data to be migrated
using a 2D algorithm. Details of the processing can be
found in Blackburn et al. (2007).

The VSP detected higher velocities in the chalk layer
and lower velocities below the chalk than was seen in
the surface seismic velocity model. These differences
translated into misties observed between the VSP image
and the surface seismic image below the chalk interval
(Fig. 6-66). The depths of reflectors in the VSP image
also matched those of a synthetic trace generated from
sonic and density well logs, thus confirming the accurate
depths of the VSP image in spite of the conflict between
the 3D nature of the acquisition objective and the 2D
approach to solve it (Fig. 6-67).
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Figure 6-66. Comparison of surface seismic data (a) with VSP data (b). The surface seismic image pro-
duced using chalk velocities that are too low, fails to tie with the VSP. (The VSP shown in (b) is the small
inserted region with higher amplitudes and higher resolution than the surrounding surface seism ¢ image
The mismatch can be seen at several intervals. (From Blackbum et al,, 2007; this graph ¢ is ¢ pyright
Schlumberger, Ltd. Used with permission.)
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Figure 6 67. Matching reflector depths in a VSP image and a log-derived synthetic trace. One test for properly
depth-correlated seismic data is to match data with a synthetic trace generated from sonic and density well
logs. In this case, the synthetic trace is plotted in yellow for visibility, and only positive amplitudes are plotted so
as not to obscure the seismic data. Throughout most of the well, the positive amplitudes in the synthetic trace
correlate with those in the VSP, which lends confidence to the projection assumptions made during processing.
The VSP image extends beyond the bottom of the well. (From Blackbum et al,, 2007, this graphic is copyright
Schlumberger, Ltd. Used with permission.)
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Drilling Solutions

Michael Jones and Alejandro Martinez Pereira

7.1 Introduction

In the oil industry, projects at all stages of exploitation
are driven by attempts to ascribe costs to uncertain
risks. Unfortunately, the risk analysis applied is often
invalid—risk is seldom a random process to which statis-
tical methods can be applied with certainty. Data has a
price, and the project management process involves
balancing the amount (and selection) of data that is nec-
essary to reduce the decision-making risk to meet some
criterion. Decisions are normally made with inadequate
data but with an acceptable amount of uncertainty.

The economic risk associated with drilling into over-
pressured zones is such a process. For most offshore
wells and some remote onshore wells, the most expen-
sive item is the rig costs, which can exceed USD 500,000
per day. Attempts to predict the presence of overpres-
sure or the remaining distance from the drill bit to
expected overpressured zones when using conventional
VSP techniques can be expensive in rig time. In fact it
may be so expensive that the risk associated with he
uncertainty is less expensive than the potential r medy
Any dataset that can be acquired without incurring
these high rig-time costs offers a substantial benefit to
the drilling process.

Seismic surveys in the borehole can help drillers
identify horizons and targets in a reg on ahead of and
around the current well trajec ory. Ca led look-ahead
VSPs, these surveys are acquired d ring interruptions in
the drilling process. If they are acquired and processed
quickly, look-ahead VSPs pr vide vital information about
targets and hazards e rly enough to influence drilling
decisions. Normal ac uisi ion of a zero-offset VSP survey
in a 4,000-m w 11 might take 10 hours of rig time. If a
special bit trip must be made for this acquisition, the
downtime of the drilling process is substantially longer
and mo e expensive.

One solution to this problem is to acquire the data
with ut interrupting the drilling process—to acquire
the data simultaneously with drilling. Two possibilities

Fundamentals of Borehole Seismic Technology ® Drilling Solutions

exist for this: VSP acquisition as part of the MWD process
with a seismic tool incorporated into the drillstri g and
acquisition of reverse VSP data using the drill bit as the
seismic source as it drills.

Having access to a real-time seismic velocity mea-
surement and time-depth curve, and possibly to a
real-time look-ahead VSP, op n several windows of
opportunity to enhance both the efficiency and safety of
the drilling process.

The practical-solution products for drillers are
obtained through VSP inversion, which enables the use of
existing seismic, density, and sonic velocity information
(acquired data) to infer formation characteristics ahead
of the drill bit that an be correlated to these quantities.
Th basics of this technique are described next.

72 V'SP inversion

[nversion is so named because of its function as the
inverse of forward modeling. Forward modeling takes
an Earth model of layers with densities and velocities
(i.e., acoustic impedance), combines it with a basic
seismic pulse, and produces a realistic seismic trace.
Inversion takes a real seismic trace, removes a basic
seismic pulse, and delivers an Earth model of acoustic
impedance. Seismic reflections are sensitive to acoustic
impedance contrasts, not absolute impedance magni-
tude. Borehole seismic and sonic data provide interval
traveltimes at known depths, thus constraining the
velocities of individual layers.

After these velocities are combined with densities,
acoustic impedances are known for one well location.
A synthetic seismic trace is next computed using the
known acoustic impedance and a basic seismic pulse. A
filter is then derived that matches the surface seismic
data at the well with the synthetic trace. The same filter
is applied everywhere to the surface seismic section to
extrapolate the well-based information away from the
well using the surface seismic as a guide.
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The simplest Earth models contain layers with densi-
ties and compressional velocities, but more elaborate
inversions yield models with shear velocities as well.
Ideally, inversions combine surface seismic, VSP data,
and sonic and density log data.

The main use of inversion for reservoir management
comes through log-property mapping. The seismically
derived acoustic impedance values are tested for corre-
lation with log data at the well location, using data such
as porosity, lithology, water saturation, or any attribute
that can be found to correlate.

Adequately processed seismic data are critical for
inversion, but the optimal processing required to pre-
pare data for inversion is the subject of much debate, as
is the optimal inversion calculation itself. The trait that
sets inversion apart from the standard processing chain
for structural interpretation is the need for preservation
of true relative amplitudes. Changes in trace amplitude
from one location to another may reveal porosity or
other formation-property variations, but these ampli-
tude changes are subtle and may be obliterated by
conventional processing.

Inversion can be performed before or after the
seismic traces have been stacked (summed to create
a single trace at a central location), but care must be
taken to ensure that stacking does not alter amplitudes.
In some cases, such as in regions where seismic reflec-
tion amplitudes vary with angle of incidence at the
reflector, stacking does not preserve amplitudes and
inversion must be performed prestack.

The simplest inversion scheme derives relative cous
tic impedance changes for one seismic trace by comp t-
ing a cumulative sum of the amplitudes in the t ace. The
gradual trend of increasing acoustic impedance with
depth, which is invisible to seismic waves is taken from
density and cumulative sonic traveltime and added to
the relative acoustic impedance esults.

One of the most popular a d important applications
of VSPs is that of acoustic impedance inversion for
overpressure prediction ah ad of an intermediate TD.
Because wireline VSPs generally have higher SNR than
surface seismic data, they are the preferred data to use
for acoustic impedance inversion. The known petrophysi-
cal correlat on between increased shale porosity, or pore
pressure, and decreased acoustic impedance is exploited
o interpret zones of overpressure. The problem then is
to tr nsform the plot of acoustic impedance inversion
vers s two-way time to something meaningful to a driller
(such as equivalent mud weight versus depth).
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Overpressure can be interpreted as a zone of anoma-
lous, low acoustic impedance. The output of VSP inver-
sion is acoustic impedance in two-way time. To get inver-
sion results in depth, a velocity profile for time-to-depth
conversion must be used. This depth conversion below
intermediate TD depth is based on Gardner’s relation
(Gardner et al., 1974). Gardner expresses bulk density in
terms of velocity raised to some power. It was originally
derived from brine-saturated sediments composed pre-
dominantly of shale. It takes the form:

p=al’, (7-1)

where @ and b are coefficients, and V is v locity

This formula indicates that the inverted acoustic
impedance (Al = pV) is propo tional to I1+b; therefore,
with a regionally determined estimate f the coefficients
a and b, the inverted acou tic impedance can be trans-
formed to velocity. From the interval velocity at each
two-way-time “ampl below the intermediate TD, a time-
versus-depth profile i then obtained.

Because velocity versus depth is estimated with the
above technique, any method relating pore pressure gra-
dient and velocity or slowness could be used (Hottman
and Johnson, 1965; Eaton, 1975; Bowers, 1995). For
example, the Hottman-Johnson approach is the empiri-
cal elation between reservoir fluid pressure gradient (or
equiv lent mud weight) and observed-minus-expected
(or normal) slowness. A possible fit to the Hottman-
Johnson approach may take the form:

ppg = 0.1052+¢D?, (7-2)

where ppg = pore pressure gradient in psi/ft and D =
differential slowness (observed slowness minus normal
slowness) in us/ft. The coefficients for the Hottman-
Johnson relation are ¢ = 0.00393 and d = 0.523.

The problem with VSP and any other surface seismic
inversion is that it is a nonunique solution because of
the missing low- and high-frequency information in the
seismic trace itself. The more important of the two is
the low-frequency information, because to determine
overpressure and an accurate time-depth curve below
TD requires knowledge of the the low-frequency, long-
wavelength trend that ultimately governs the time-depth
relationship (Borland et al., 1997).
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7.3 Wireline solutions

Downhole sensors may be conveyed by wireline and
clamped into open hole, cased hole, or drillpipe; they
also may be conveyed by drillpipe or deployed while
drilling (see Figs. 2-4 and 2-16).

1.3.1 VSP through drillpipe

An operating company in the UK sector of the North
Sea needed to acquire a VSP for velocity control and
high-resolution imaging of target reflections below the
well TD. The original deviated well had contacted only
a thin, pinched-out reservoir section, so a sidetrack was
planned to intersect the reservoir where it was pre-
sumed to be thicker (Fig. 7-1). However, in some places
the existing well deviated by as much as 60°, and con-
ventional wireline logging was not recommended. To run
the VSI tool on drillpipe would have required removal of
the drillstring.

Instead, the VSI array was pumped down the drill-
string using Through-Drill Seismic borehole seismic
through drillpipe service, and the sensors were coupled
to the drillpipe (Fig. 7-2). Between station levels of VSP

3,000

acquisition, pipe reciprocation and limited mud circu-
lation helped prevent stuck pipe. With the VSI tool, a
walkabove 160-level VSP was completed within 7 hours
from rig-up to rig-down. The SWINGS seismic navigation
system helped to ensure accurate source positioning.
Data quality was high, even when acquired through
drillpipe with 13%-in casing. Preprocessing was carried
out at the wellsite, and compressed stacked waveforms
were sent to the office by e-mail for refined processing,

The VSP provided updated velocity information to
reposition the well trajectory on the surface seismic
image (Fig. 7-3). Time-depth information from the VSP
resulted in a modified trajectory nd se smic tie to the
well TD, with true TD at a deeper seismic reflec ion than
originally supposed. The high-re lution seismic image
obtained from the walkabove VSP r vealed structural
and stratigraphic details hat are not evident in the
original surface seismic image (Fig. 7-4). Faults and
additional facies pincho ts w re identified that could
affect the success o the pr posed sidetrack and subse-
quent production. Similar Through-Drill Seismic surveys
have be nacquir d in boreholes with deviations ranging
from 7° to 90°

True vertical
depth subsea, 4,000
ft

Reservoir section

Shale section

Sandstone section

Fgure 7- Cross section of layers, including a thin reservoir interval, intersected by high-angle directional
Well A in the North Sea UK sector. A sidetrack was designed to penetrate what was interpreted to be a
thi k r part of the reservoir, but before the sidetrack was drilled, a walkabove VSP was commissioned to
imag the reservoir more clearly. (From Arroyo et al., 2003; this graphic is copyright Schlumberger, Ltd. Used

with per ission.)
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Figure 7-2. The VSI array, pumped down the drillstring and anchored inside the drillpipe to acqui e an
intermediate walkabove VSP without pulling drillpipe. The VSI tool acquired high-quali  data ev n
through drillpipe plus 13%-in casing. (From Arroyo et al., 2003; this graphic is copyright Schlum erge td.

Used with permission.)
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Figure 7-3. Ori ina (orange and updated (red) well trajectories plotted on the surface seismic image. Time-
depth information fro the VSP tied the well TD to a later reflection in the seismic section than the original
tim -depth conversion. The blue traces represent the corridor stack or the VSP reflections extracted along the

orehole The ho zontal scale refers to common depth points (CDPs). (From Arroyo et al,, 2003; this graphic is
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Figure 7-4. Seismic image obtained from the walkabove VSP (a) shows higher resolution below the
deviated well than did the surface seismic section shown in (b). The VSP image highlights faults and
stratigraphic pinchouts that are not seen in the original surface seismic image. (From Arroyo et al,, 003

this graphic is copyright Schlumberger, Ltd. Used with permission.)

1.3.2 Look-ahead zero-offset and walkaway VSPs

In one example, a North Sea operator faced drilling
uncertainties in a vertical exploration well. After the well
was drilled to within what was thought to be about 500 m
of final TD, the distances to three target horizons were
still unknown. To see ahead of the current borehole depth
of 3,825 m, an intermediate VSP was run using a rig-bas d
seismic source and a VSI tool. From rig-up to ig-d wn,
it took 7 hours to acquire 123 levels of data. Data we e
processed at the wellsite, and stacked wa eforms were
sent to the nearby Schlumberger off e for processing
and inversion. Within a few hours of acquisition, the final
results were available (Fig. 7-5).

The VSI dataset showed thr e main events ahead
of the current well depth, and the inversion accurately
constrained the depths of hose targets and a prediction
of the final target TD of 4,247 5 m. The VSI results were
used in the decision to s t liner and drill the final section
to reach those targets. Final TD was reached at 4,245.5 m,
within 2 m of he dep h predicted by the intermediate
VSP A final VSP, pe formed after drilling ended, validated
the inve sion results of the intermediate VSP (Fig. 7-6).

In another example, the operator was drilling onshore
for deep, high-pressure gas. Success and safe drilling
depended on tracking the position of the bit on a seismic
section, on which the gas-filled formation was clearly
visible. However, at the depths in question (> 4,500 m),
time-depth conversion of surface seismic data has large
uncertainties. Before drilling, uncertainty in the target
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depth was estimated at +250 m. As an additional com-
plic tion, much of the overburden was suspected of
being anisotropic, with horizontal velocities faster than
verti al velocities. If unaccounted for, anisotropy adds to
the uncertainty in time-depth conversion and affects the
q ality and accuracy of the seismic image.

Plans were developed for an intermediate look-ahead
VSP that could deliver an updated velocity field to
improve the time-depth conversion and fine-tune the
target depth quickly to allow drilling to proceed safely.
It was determined that, with urgent processing, the data
could be acquired and processed in 24 hours. At a posi-
tion about 1,500 m above the target, a 12-shuttle VSI tool
acquired an intermediate look-ahead zero-offset VSP
and a walkaway VSP with source positions that covered
12 km (Fig. 7-7). The walkaway survey helped to create
an independent 2D image of the geological structure
in the target area, and it also contained long-offset
data with information about overburden anisotropy that
would enhance the look-ahead prediction.

The first intermediate VSP, acquired at the same
time as the walkaway survey and processed using stack-
ing velocities and other information from the walkaway,
reduced depth uncertainty to +75 m. A second interme-
diate VSP, acquired 200 m above the target depth esti-
mated by the walkaway, reduced uncertainty to +10 m.
LWD information, acquired during the last 200 m, pro-
vided gamma ray and resistivity correlation with a
nearby well, further reducing uncertainty to +5 m.
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Figure 7-5. Improved surface seismic interpretation derived with an intermediate look-ahead VSP acquired with a
VSltool. The look-ahead VSP, acquired at an intermediate well depth (cen er), shows hree main events ahead of the
bit and predicts final TD to be 4,247.5 m. Final TD was reached at 4,245.5 m, w thin 2 m of the depth predicted by the
intermediate VSP. (From Arroyo et al,, 2003; this graphic is copyright Schlumberger, Ltd. Used with permission.)
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Figure 7 6. Comparison of velocity models obtained from VSPs run
at intermediate and final TD. Velocities from the look-ahead VSP
traveltimes (blue) and from the final VSP run at TD (green) overlay
above the intermediate TD. Velocities inferred from acoustic-imped-
ance inversion of the look-ahead VSP (red) are blocky, but yield a
reasonable prediction of the velocity trend ahead of the intermedi-
ate depth to TD. (From Arroyo et al,, 2003; this graphic is copyright
Schlumberger, Ltd. Used with permission.)
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Figure 7-7. Configuration of a land-based look-ahead walkaway
with source positions along a 12-km line, target at 4,500 m, and the
VSI tool with 12 shuttles spaced 15.12 m apart, deployed 1,500 m
above the target. Uncertainty in the target depth was + 250 m before
the look-ahead VSP was acquired. (From Arroyo et al, 2003; this
graphic is copyright Schlumberger, Ltd. Used with permission.)
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The walkaway dataset contained more information
about long-wavelength velocity variation and could be
processed to predict the target depth with less uncer-
tainty. A first pass at processing the walkaway data used
a simplified, anisotropic velocity model with vertical
transverse isotropy—each flat layer had vertical and
horizontal velocities that, although different, remained
constant within the volume investigated and could be

described by two anisotropic parameters. Results from
this processing step were delivered to the client via
a secure Web site within the time period requested
(Fig. 7-8). Once the total depth was reached, it was
determined that this prediction, made from an inter-
mediate well depth about 1,500 m above the target, was
within 58 m of the target.

Stacking velocity 5.

Toan : . I“Il .
s I

II‘

Walkaway |
reflection
time

Walkaway

reflection
time

Figure 7- Targe depth prediction from velocity analysis of a walkaway VSP acquired 1,500 m above the target (top).
The ad tional information from the long offsets in the walkaway reduced uncertainty in the target-depth prediction to
app ximately + 58 m as compared with the zero-offset VSP, which predicted the target depth to within 200 m. The target
uncer inty of 58 m corresponds to the size of the darkest orange contour on the plot of stacking velocity versus time
(inset atright). This result from early processing, delivered to the client within 24 hours, assumed an anisotropic model,
but with time- or depth-invariant vertical transverse isotropy (VTI) below the receiver. Target-depth prediction from
velocity analysis of walkaway data is improved by allowing for more complex anisotropic velocity (bottom). After total
depth was reached, the walkaway processing scheme was revisited and optimized. By allowing time- or depth-variant
anisotropy below the receiver, uncertainty in the target-depth prediction was reduced to +5 m (orange contour). This
new method now can be applied to other look-ahead walkaways for rapid predictions. (From Arroyo et al, 2003; this

graphic is copyright Schlumberger, Ltd. Used with permission.)
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Since that time, improvements have been made to the
processing software, and it is now possible to automati-
cally scan the data for depth-dependent anisotropy. By
reprocessing using the depth-dependent, anisotropic
velocity model derived from the walkaway data, geo-
physicists now know that the walkaway data could have
predicted TD within 5 m at a distance of 1,500 m above
the target. Intermediate walkaway VSPs run in the
future can be processed in the same way for improved
look-ahead predictions and reduced drilling risk.

1.3.3 Finding reefs and geosteering

One application of offset VSP imaging is to proactively
acquire the survey to revise surface seismic interpreta-
tion before committing the entire well investment. This
allows the drilling engineer to steer the bit to the subsur-
face location with minimum risk.

Figure 7-9 shows an example of surface seismic
images from the Cotton Valley reef play in Texas. The
play consists of pinnacle reefs with quite limited lateral
dimensions. Regional dip and the possibility of lateral
velocity gradients exist, which make the migration
imaging difficult and the exact lateral positioning of the
reef questionable.

By running offset VSPs at an intermediate depth, the
increased vertical and lateral resolution of the VSP was
used to reduce the uncertainty in the image quality and
positioning. The receivers are much closer to the target
horizon, so the migration errors will be much smal er
than for the surface seismic if we can combine the dat
with a proper estimate of overburden velo ities. On
the basis of the updated target information, the w 1l
trajectory is adjusted when drilling resumes The offset
VSP image is shown overlaid on the surface s ismic in
Fig. 7-10. Improved resolution in the illuminated area
around the reef is clearly visibl . The well was subse-
quently retargeted using the VSP and the pinnacle
was successfully drilled on the first attempt. For a full
discussion, see Meyer nd Tittle (1998).

Consider the economic benefits of this strategy if the
drilling history has been anything less than 100% suc-
cessful on first attemp s. In the case of an unsuccessful
first attempt, th following possible consequences arise:

m cost flogging a dry hole

m cost of sidetracking, with no guarantee of success for
e second attempt because it is largely targeted with
the same data as the initial attempt
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Figur 7-9.Reefs or something else? Reef-like structures on surface
s smi images can be processing artifacts. What appears to be a

ef before integrating VSP information (top) is exposed as a fault
(red) after applying the correct velocities measured by the VSP
(bottom). As a result of a look-ahead VSP survey, the drill bit could
be steered away from the fault into the nearby reef to make a suc-
cessful well on the first attempt. (From Hope et al., 1998; this graphic
is copyright Schlumberger, Ltd. Used with permission.)

m cost of running a VSP at TD to reduce risk for the
sidetrack—the TD VSP will cost the same as, or more
than, the proactive look-ahead VSP because the well
will be deeper and the time pressure intense

m cost of continuing to drill sidetracks when the reef
may not be there or abandoning the well after an
unsuccessful sidetrack when there was a reef to
be found.

Figure 7-11 shows a sketch of the source positions and
well track for the survey from which Figs. 7-9 and 7-10
were extracted. Although not strictly 3D, it represents
a series of single-plane images at variable azimuths
around the apex of the reef.
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Figure 7-11. Multiple interpretations of the Cook field reef in the Cotton Valley Pinna le Reef play. The original well,
Cook 2, was drilled to a nonpay zone on the fringe of the reef, then sidetra ked e stinto a dry hole. Four VSPs (arms
1, 2,3, 4) were shot to illuminate the reef by imaging the extent of the reg ona lim tone reflector that is disrupted
by the presence ofthe reef. The segments of the limestone reflectorimaged by the VSPs are shown as green lines.
The absence of a green line indicates the presence of a reef (dashed purple circle), and the interpreted extent of
the reef core is outlined with the dashed yellow circle. Following hisinterp etation, Well Cook 3 was drilled into the
center of the reef and is now producing at a distance of only 400 ft om the abandoned Cook 2. The blue elongated
feature with a pink core is the new interpretation of the eef sha e ba ed on surface seismic data remigrated with
VSP velocities. (From Hope et al,, 1998; this graphic is ¢ pyright Schlumberger, Ltd. Used with permission.)

1.3.4 Geosteering validation using

high-resolution sonic imaging

Recent hardware and softwar advances are incorpo-
rated in the latest Schlum erger dipole Sonic Scanner*
acoustic scanning pla form, which has greatly improved
the quality of soni images. It is beyond the scope of
this book to d scuss onic logging methods; however,
some particular applications of this technology lie

withi the oundaries of borehole seismic applications
(Fig. 7- 2).
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Borehole sonic tools are typically used to measure
various characteristics of critically refracted waves and
borehole acoustic waves. However, if these traditional
sonic arrivals (i.e., compressional and shear head waves
and Stoneley waves) are removed from each waveform,
it is possible to recover acoustic reflections. Similar to
the processing of surface seismic data, waveforms are
processed with depth-migration techniques, which posi-
tion reflections in their correct spatial location using a
velocity model.
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Figure 7-12. Applications for sonic imaging. The proven applications include; (A) imaging reservoir structu e for
high-resolution verification of the wellbore trajectory relative to geological markers, (B) imaging s bseismic-sc le
reservoir structure for understanding overall porosity and permeability characteristics, and C) de ecting fractures
away from the wellbore to distinguish them from localized drilling-induced cracks. Other potentia appli ations,
such as (D) imaging salt flanks and (E) reefs, generally require greater range. (From Chang et a/, 1998; this graphic

is copyright Schlumberger, Ltd. Used with permission.)

Depending on the duration of waveform recording and
the choice of transmitter spacing, reflections may come
from formations up to 10 m away from the borehole.

High sonic frequencies—38,000 Hz—provide a high
resolution image tied back to the well trajectory. The
long array of hydrophone-receivers also allows AV
response of a particular reflector to be analyzed A
relative-bearing measurement is used to dete mine the
azimuth of the reflections, in particul rifth y are bove
or below the borehole.

An operator in the Middle East i using this bore-
hole acoustic reflection survey (BARS technique to
characterize a low-relief carbonate r servoir with a
thin oil column and a lar e aq ifer that is sealed with
water-reactive shale (Borland et al., 2007). The optimal
horizontal well locatio is between 0.5 and 1.5 m below
the shale cap and with no contact with the shale to avoid
loss of oil pro uction and to delay the onset of water
production from coning. Wells encountering shale need
ma si int rvention, which is both time-consuming and

Fundamentals of Borehole Seismic Technology = Drilling Solutions

expensive, and very often, they need to be plugged and
aba doned. Conventional formation evaluation logs—
nuclear and resistivity—poorly locate the reservoir cap
i this environment because of saturation of the shallow-
reading nuclear measurements and the low resistivity
contrast between the reservoir and the shale cap.

In this particular field, the reservoir-to-shale acoustic
contrast is enough to induce a discernable acoustic reflec-
tion. The acoustic image in this case was used to validate
geosteering in the surveyed well and to improve the accu-
racy of geometric well plans for adjacent new wells. This
is particularly useful when the placement of the wellbore
near the reservoir top is critical, but it is difficult to estab-
lish from conventional LWD measurements when the
markers within the reservoir cannot be used to infer the
well location with respect to the reservoir cap. Figure 7-13
shows the image obtained from the BARS service, ori-
ented along the wellbore trajectory. It clearly shows the
location of the shale cap, which is further corroborated
with the gamma ray reading at the shale cap exit.
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Figure 7-13. BARS image displayed along well trajectory. The reflector correlates with the gamma ray
drop at shale cap exit; this is evidence that the reflector is the shale cap. Co relation logs, from top to
bottom: gamma ray, compressional sonic, shear sonic, and caliper. (From Borland et al,, 2007.)

1.4 Seismic while drilling

The main goal of seismic while drilling is to make dri 1-
ing decisions (i.e., geosteer the drill bit, detect drilling
risks ahead of the bit) in real time and with ncreas d
drilling efficiency.

Drilling to a target location is often etermined from
a surface seismic section, which is an nterpretation
of subsurface reflectors presented in the time domain.
Unfortunately, the depth of a refl ctor may not be estab-
lished accurately, particularly for exploration wells.
Conversion from traveltim to depth requires knowledge
of the seismic velocity of all rocks from surface to the
target (velocity model), ut velocities are often unknown
or assumed from nearby basins. Nonetheless, drilling
decisions must be made based on such data.
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Often, casing points are selected to avoid drilling into
a hazard with a long, openhole section above. Casing the
well allows changing mud weight to accommodate the
hazard ahead without endangering the overlying forma-
tions. Before drilling begins, there may be hundreds of
meters of uncertainty in the required location of casing
points, which introduces unacceptable risk. During drill-
ing in development areas, uncertainty can be decreased
by examining cuttings or LWD responses to compare
with geological markers in nearby wells. In a new basin,
recognized markers may not be established, so other
means must be used to improve the velocity model and
locate the drill bit on the seismic section.
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Using real-time LWD sonic measurements alone
to construct a velocity model is not usually possible
because typically these logs are not available all the way
to the surface, and integrated sonic can have large errors
in predicting traveltimes as a result of sonic-seismic drift
(change of effective velocity with frequency).

As discussed in Secton 7.3, intermediate wireline VSP
measurements can help to build more accurate velocity
models; however, the measurement interrupts the drill-
ing process and costs are very high as a result of lost
rig time. Therefore, it is not economical to make many
repeat surveys during drilling. The solution is to make
the key measurements, namely checkshot and look-
ahead imaging, while drilling.

In addition to more accurate placement of drilling
targets, an improved velocity model also helps to identify
drilling hazards such as high pore pressure. Empirical
relationships between formation velocity and pore pres-
sure allow the seismic velocity measurements to be
transformed to pore pressure. This parameter can help
to continuously update estimates of minimum safe mud
weights. Comparison between a predicted and expected
trend will show divergence when the pressure begins to
rise at the top of an overpressured section.

Conventional VSPs acquired at the time of a bit trip
may be used to predict the distance to an overpressured
zone. However, because the inversion is nonunique and
the density used to convert predicted impedance into
velocity is unknown, there is still uncertainty in the esti-
mated distance. While-drilling traveltime data allows he
distance to a seismic target to be continuously refined.

7.4.1 Drillbit seismic surveys

In the mid-1990s, drillbit seismic data s rveys were the
only option for while-drilling checksh t surveys. Energy
radiated from the bit can be recorded after reflection
from deeper interfaces to f rm a conventional reverse
VSP image ahead of the bit. Data quality is not always
sufficient to achieve this, ut examples exist in which
high-quality VSPs have been generated from the drilling-
noise source (Haldorsen ¢ al., 1995).

This techno ogy works well in some environments,
but it is unreliable if formations are soft, and it cannot
be used in highly deviated holes or, in general, with
polycrystalline diamond compact (PDC) bits (Borland
et al 1997).
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Figure 7-14 gives a pictorial overview of this concept.
The acoustic energy generated in the drilling process
follows two paths. Most of the acoustic energy is radiated
into the surrounding formation and can be monitored
by a surface geophone array. The remainder travels up
the drillstring and can be recorded by accelerometers
mounted on the swivel (Fig. 7-15).

Accelerometer  Raceive

v
Direct nergy
used or ch ot
Drillstring
path Aty
Reflected energy
used for VSP imaging
1 1 .
— Al — Al —y Crosscorrelation

of accelerometer
and geophone
traces

Figure 7-14. Conceptual configuration for a Drill-Bit Seismic VSP
with drillbit source survey. Roller cone bits send out seismic
energy that can be measured by receivers in a surface-array
configuration. The drillstring signal from axial vibrations is mea-
sured by drillstring accelerometers and correlated with receiver
data to determine seismic traveltimes and produce a checkshot
survey. The checkshot traveltime is calculated using the travel-
time through the formation (A%) and the traveltime through the
drillstring (Atg). (From Breton et al., 2002; this graphic is copyright
Schlumberger, Ltd. Used with permission.)
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Figure 7-15. Accelerometers mounted on the auxiliary entry port of
the gooseneck on the topdrive unit of the rig at San Andreas Fault
Observatory at Depth (SAFOD). This is the preferred mounting posi-
tion: directly above the drillstring and as close as possible to the st
pipe in the drillstring.

By correlating drilling-vibration events between the
drillstring accelerometer and the geophone array sig-
nals, the seismic traveltime to surface from the drill bit
is simply

4

accelerom ter

l

traveltime =¢ drillstring*

array

(7-3)
So, measuring the eismi traveltime requires deter-

mining the time the sign 1 takes to traverse the drillstring
(Carinstring) for any depth
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The drill bit radiates energy continuously. Unlike
conventional active seismic experiments, there is no
time break when the shot discharges—no signal genera-
tor to provide the pilot and reference for a vibrator unit.
However, it is still possible to extract timing information
from the recorded signals. The important thing is that
the generated signal must vary continuously, not simply
repeat for every drillbit revolution.

Two signal sets are recorded in the experiment: the
surface geophone signals and the acceleromet r signal
that has traveled up the drillstring. Crosscorrel tion of
these two signals yields the relative traveltim between
the drillstring path and the formation travel path. To
find the absolute traveltime in the formati n it is neces-
sary to determine the traveltime long t e drillstring,

In principle, if the characteristi s of the drillstring
were known, the traveltime of the sound waves along the
drillpipe could be calculated If the velocity of drillpipe
and the length of pipe in the ole are known, then the
drillstring trav Itim is simply

; _ depth
dr llstring —
- Vdrillpipe

(7-4)

In reality, this is an oversimplification. Different
pieces of drillpipe have different velocities, and the
var us a semblies along the drillstring also affect the
velocity.

In practice, it is more robust to extract the travel-
time directly from the accelerometer data by using
the technique of “drillstring imaging.” If the drillstring
is considered as a stack of layers of equal traveltime,
the accelerometer signal can be deconvolved to yield
a series of reflection coefficients that represent the
various discontinuities in acoustic impedance along the
drillstring. Identification of the reflection coefficient
that represents the bit-formation discontinuity yields
the traveltime of the drillstring. This technique also
yields an operator that can be used to demultiple the
accelerometer signal after the crosscorrelation.
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If the drillstring image is plotted for different depths Having determined the drillstring response, not only
in the progress of the well, Fig. 7-16 is obtained. The is the drillstring traveltime known, but also the impulse
image of the bit and bottomhole assembly is clearly vis- response of the drillstring (Booer and Meehan, 1992).
ible and its moveout across the traces with increasing This allows multiples in the drillstring signal to be
drillstring length can be seen. The drillstring velocity can deconvolved out of the response after crosscorrelation
be calculated from this moveout, as shown in Fig. 7-16. with the surface sensor signals.
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Figure 7-16. Drillstring image. The drillstring image is the reflectivity fu ction o he drillstring used to drill the
well. Prominent reflections in the drillstring image correspond to the great st changes in mass of the drillstring.
These changes occur at the bit, top of the BHA, top of the heavy weig t drillpipe, and top of the drillstring at the
topdrive or swivel unit. The reflection coefficient series represen ngthe BHA and bit moves out to the right as the
drillstring becomes longer. The drillstring velocity and time shift of e Drill-Bit Seismic waveforms are calculated
from the slope of the moveout. (Original data taken from Khaled et al., 1996.)
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7.4.2 seismicVISION service while drilling

Until now, two options have been available to drillers
for converting seismic traveltime to depth. The first,
which interrupts drilling, is to acquire a VSP using a
wireline-conveyed seismic tool. Although this provides
a high-quality measurement, the logging run requires
substantial rig time, which adds cost and additional risk.
Even worse, the measurement may be scheduled too
early or too late to be useful—before or after a casing
point or hazard is reached.

An alternative means to acquire a checkshot while
drilling is with the Drill-Bit Seismic system described in
the previous section. This technology works well in many
situations but is unreliable in soft formations, in highly
deviated holes, and when PDC bits are used.

The introduction of a while-drilling seismic tool
(Esmersoy et al., 2001) in the drilling assembly provides
a third solution. This new solution provides VSP surveys
approaching wireline quality in relevant real time with-
out additional rig time (Fig. 7-17). The seismicVISION

tool has the seismic receiver in an LWD assembly and
uses conventional surface seismic sources to generate
the seismic waves. An MWD telemetry system transmits
real-time data to surface. The seismicVISION measure-
ment can be used in situations that the Drill-Bit Seismic
service cannot, but it does require the tool on the BHA,
and MWD telemetry must be in place if real-time mea-
surements are required. On the other hand, a wireline
seismic survey provides better quality data for reservoir
characterization studies than either the seismi VIST N
tool or the Drill-Bit Seismic measurement.

Both the seismicVISION technique and the hardware
used for measurements are described in Chapte 3.

Checkshot times are automatically d tected down-
hole, and full waveform data m y be ent uphole via
MWD telemetry for processing visu lization, and inter-
pretation. The bit location can be converted to true
vertical depth by using a re ord of measured depth and
inclination along the well trajectory.
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Figure 7-17. Raw real-time stacked waveforms as drilling progresses. Each waveform is obtained by stacking
a number of consecutive shots, as shown in the red box. Time picks are sent to the surface in real time and
provide an immediate time-depth relation. As drilling approaches a perceived target, waveforms sent to the
surface via telemetry can be processed to obtain a look-ahead image. MD = measured depth.
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With checkshot data obtained at each pipe connec-
tion or more frequently if deemed necessary, the loca-
tion of a bit on a seismic section can be determined
while drilling. It is usually not practical to reprocess
the complete surface seismic section in real time, but
it is quick, easy, and usually accurate enough simply to
stretch or compress the depth-domain seismic section
using real-time checkshot data (Fig. 7-18). The updated
section can be used to predict the distance to the next
drilling objective or hazard. Visual aids, based on this
updated information, notify the rig crew of potential
drilling hazards, thus decreasing the risk for drilling
ahead. This provides a great advantage for drillers
and also delivers updated information more quickly to
geoscientists to refine interpretations.

As the wellbore approaches a casing point or target
depth, updated information reduces uncertainty to an
acceptable level (Fig. 7-19). Specialized software captures
this information from MWD telemetry and, in real time,
updates the seismic section, location of major mark-
ers, estimated target position, and depth uncertainties
(Fig. 7-20). In some areas, there are no obvious markers
to tie a seismic section to cuttings or other drilling param-
eters, and the only correlation is through a seismic while-
drilling method. Improved knowledge of bit loca ion may
result in the elimination of a casing point or, n some
cases, the addition of one to mitigate risk

Two-way
traveltime, s

True vertical
depth, m

50 100 50
Trace n mber

50 100 150
Trace number

Figure 7-18. Stretched and compressed seismic sections. Normally, a seismic section in the time domain
(left)is not reprocessed during drilling.  he positi n of a bit is known from measured depth, inclination, and
azimuth along the wellpath (blue) Ch cksh t measurements transmitted to surface while drilling locate the
bit on the seismic section, thus allowin stretching or squeezing of the converted depth section to locate
targets ahead (right). Each race s converted, but no lateral variation is applied. (From Bratton et al,, 2001;

this graphic is copyright S hlumber er, Ltd. Used with permission.)
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Figure 7-19. Decreasing uncertainty by increasing information. Three screens from Bit On Seismic* software illustrate how an advancing well-
bore decreases uncertainty by increasing information. The well (thin blue line) begins in the upper left of this depth-converted seismic section.
Marker locations are predicted ateach step (red line), with uncertainty bands around them (blue band). One marker bed was intercepted before
the trajectory began deviating to the right (top). Because that marker depth is known, its blue uncertainty band has disappeared. The software
displays the predrill prediction of depth (yellow line) and uncertainty (green band) for comparison to measured depth (Fig. 7-20). Drilling through
more markers provides additional information (bottom) and improves time-to-depth conversion along the trajectory. Predictions of depths of
lower markers are updated, and their uncertainty decreases. No uncertainty remains after drilling into the last marker bed. (From Bratton et al,
2001; this graphic is copyright Schlumberger, Ltd. Used with permission.)
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Figure 7-20. Bit On Seismic software display. A-well tr' ectory ( lue) is shown on a time-domain seismic section with specific markers high-
lighted (yellow). As drilling continues, the well trajecto y extend on the display (upper left). The seismicVISION checkshot data are used to
locate the bit in the depth-converted seismic section The's m markers, with color-coded uncertainty bands, are shown on this display (upper
right). Depths ahead of the bit have increasing y wide u certainty bands, as shown by the uncertainty distribution for a specific marker (lower
left). Depth, inclination, and azimuth information a e entered to convert the traveltime to depth (lower right). (From Bratton et al, 2001; this

graphic is copyright Schlumberger, Ltd Used with permission.)

The seismicVISION to 1was us d on a directional well
in an exploratory field in the Caspian Sea (Bratton et
al., 2001). An overpress re zone was to be avoided near
the crest of th' structure, and the reservoir target was
difficult to locate beca se there was a series of faults in
an overthrust are with beds dipping at 40°. Based on
surface seismic interpretation, the well trajectory was
4500 m long. However, uncertainty in the true vertical
depth of the top of the reservoir was 700 m. This was a
critic 1 problem because missing the target by 100 m
could put the well on the wrong side of a fault. Because
sediments in this area are soft, using bit noise as a seis-
mic source while drilling was not feasible. The seismicVI-
SION tool was used to obtain a vertical-incidence check-
shot survey and to update the bit location while drilling.

Fundamentals of Borehole Seismic Technology ® Drilling Solutions

Results indicated that the predrill surface seismic
interpretation was accurate, but the survey provided
additional confirmation as drilling progressed. After drill-
ing, a fully processed walkabove survey compared very
well with the while-drilling measurements (Fig, 7-21).

A full VSP was processed after the tool returned to
surface—waveforms could not be transmitted in real
time with this earliest version of the tool. The operator
indicated that the measurement had no negative impact
on drilling time, and it provided results comparable to
conventional wireline VSP surveys. The cost of seismic
source, boat, and personnel deployment was more than
offset by drilling time saved when conventional surveys
were not obtained.
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Figure 7-21. Comparison of VSP traveltimes. After t is Ca pian Sea well was drilled, a cased hole VSP (red)
was run to determine a time-to-depth conv sion. The seismicVISION measurement (black) compares
closely with wireline VSP data (a). Full-waveform seismi data were retrieved from the seismicVISION tool
after tripping out. The resultant waveforms (b were of high quality and were used for VSP processing. The
gap in the data was caused by a prob em with a crane supporting the seismic source on the hoat. (From
Bratton et al,, 2001; this graphic is copyr ght Sch umberger, Ltd. Used with permission.)

Another exploratio example comes from a remote
area in deepwat  offs ore Brazil. This exploration
well had no near-well ontrol and there was significant
uncertainty on he surface seismic velocity estimation.
The ost ritical well-construction decision made on
this we was the setting of the 13%-in casing string in

loca ion between an anticipated fault and an upper
targ t (Fig. 7-22). The problem was that the formation
above nd below the fault was the same shale sequence,
and the seismic uncertainty was such that the position
in depth of the fault and the upper target overlapped.
Conventional LWD tools must pass through a formation
to give an appropriate response, but in this case, the
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casing string needed to be set above the upper target
and below the fault. This was to seal the fault off from
the upper target and to get appropriate logging tools
into the target sand to correctly evaluate it. If the
casing string were accidentally set above the fault, then
another intermediate casing string would be needed to
seal off the fault. Because anticipated pore-pressure
issues deeper in the well would require multiple casing
strings, to run an intermediate string here would mean
that the well would not be able to reach the primary
target toward the end of the well as a result of hole size
limitations. The optimal positioning of casing strings
in the deepwater exploration market as well as setting
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casing strings above known problematic formations in
development areas are key well-construction decisions
that have a tremendous impact on the cost and success
of a particular well. These decisions need to be made
in real time and are one of the primary uses of seismic-
while-drilling techniques. In this particular example,
checkshot measurements were taken during the drilling
of the 17%-in hole section. These constrained the uncer-
tainty in depth of the fault and upper target such that
the casing string could be placed below the fault and
above the target. The casing shoe in this example was
moved 80 m deeper (Fig. 7-23). If the original prediction
from the surface seismic velocity estimation had been
used, the casing shoe would have been placed above
the fault, thereby necessitating an intermediate casing
string, and the well could not have been drilled to the
target reservoir.

In many cases involving a directional well, a near-
vertical pilot hole is drilled to determine the location
of markers or target depths. This pilot hole is then
cemented back and sidetracked to land the well horizon-
tally within the reservoir. Real-time seismic interpreta-
tion may eliminate the need to drill a pilot hole, thereby
substantially reducing well-construction costs.

An operator was drilling an exploratory well in the
Gulf of Mexico. The reservoir target was a series of oil
and gas sands close to a fault. The operator needed to
position the wellbore under the fault to intersect multiple

targets. There was poor control of the updip geological
features near the fault, including no time-depth conver-
sion relations in an environment where high velocity
uncertainty was expected. In this scenario, accurate real-
time geosteering was sought to drill reservoirs at optimal
locations, to minimize the impact of sidetracking, and to
optimize the casing string along the wellbore. Because
of prohibitive rig-time cost (USD 200,000 per day), a
wireline-conveyed checkshot survey was undesirable The
solution was to conduct a VSP while drilling by using he
seismicVISION tool.

An initial seismicVISION seismic-while drilling image
acquired 305 m above the target indicat d that he well
would not reach the target as plann d (Fig 7 24). The
well was sidetracked and addition 1 seismicVISION data
were used to guide the well to he intended TD.

This job was the industry’s first successful real-time
VSP imaging application. D ring acquisition, the client
received three updates per day by using real-time
data. When he eismicVISION job finished, the
tool was retrieved t the surface, the memory data
were recovered, nd reprocessing confirmed the real-
time results.

These examples have highlighted the real-time deci-
sion making that is possible using while-drilling seis-
mic measurements, and as has been shown, these can
have a tremendous impact on well-construction decisions
and costs.
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Figure 7-22. The predrill prediction was plagued by a +10% uncer-
tainty in the location of a fault and a 2.2-Ma target. The error bars
for these events overlapped, which made it difficult to set the 13%-in
casing shoe. (From Breton et al, 2002; this graphic is copyright
Schlumberger, Ltd. Used with permission.)
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Figure 7-23. Real-time seismicVISION information reduced depth
uncertainty to +1%, which allowed the casing shoe to be com-
fortably placed between the deepest possible fault location and
shallowest possible target location. (From Breton et al, 2002; this
graphic is copyright Schlumberger, Ltd. Used with permission.)
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Figure 7-24. Two seismic images acquired while drilling (red and
blue), superimposed on preexisting surface seismic data (black and
white). The first seismic image (left of vertical black line), acquired
inthe original well (green), indicated to the interpreters that the well
would not reach the target as planned.The well was sidetracked
(yellow), and another seismic image acquired while drilling (right of
vertical black line) indicated that the well would reach the target
(From Blackburn et al,, 2007; this graphic is copyright Schlumberger,
Ltd. Used with permission.)
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However, there is another growing trend to use
seismic-while-drilling techniques to gain velocity mea-
surements when it is difficult, prohibitively expensive,
or impossible to use conventional wireline techniques.
These areas include highly deviated wells and wells in
which hole conditions exclude the use of openhole wire-
line techniques. The fact that LWD tools are extremely
robust and are part of the drilling assembly means that
their data can be acquired while drilling a well thus
eliminating rig costs associated with other acquisition
methods. This enables some operators to acquir veloc-
ity data in wells in which wireline would not ave been
considered as an option. In highly devia ed and horizon-
tal wells, the tool can be placed downhole so hat, if a
vertical-incidence survey is requir d, it can be shot after
the well has reached TD and while the tools are being
tripped out of the hole, thu minimizing the cost of boat
sources by condensing to a pecific time period.

The other area that fall dire tlyinto the seismic-while-
drilling regime is rserless drilling in deepwater. Here
the application may not be for real-time measurements
but only to acqui e any velocity measurements. Wireline
operations in a riserless hole are costly and difficult,
and often wireline has difficulty obtaining velocities in
mul iple casing strings close to surface. As a result of the
nature f surface seismic measurements, it is often in the
tra eltime range of less than 1 second that significant
velocity uncertainty occurs. Constraining these velocities
in the overburden can have tremendous impact on pore
pressure, casing, and mud-weight decisions far deeper
within the well.
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Passive Seismic Data
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8.1 Introduction

Microseismic technology is becoming widely adopted
by the oil and gas industry for application in hydraulic
fracturing and microseismic reservoir monitoring as the
science improves and the community increases its aware-
ness of the potential of this rejuvenated technology.
Following proper acquisition and processing, the analysis
of microseismic data provides information on the loca-
tion of stress changes (pore pressure changes) occurring
within the reservoir and in the surrounding rock. Such
information is critical not only to better monitor hydraulic
fracturing but also to characterize the reservoir and to
provide additional information for well placement, drill-
ing, stimulation, and production decisions. This chapter
details the benefits of microseismicity analysis and its
mechanisms, describes data acquisition configurations
for hydraulic fracture monitoring, and presents the pro-
cessing workflow used by Schlumberger. The applications
of microseismic technology are reviewed using examples
from hydraulic fracturing and microseismic reser oir
monitoring projects.

8.2 Definition and benefits

8.2.1 Microseismicity: Definition, mechanisms,
and measurement

Microseismicity induced by changes in stress and pore
pressure is generally associated with hydraulic frac-
turing, fluid injection or r servoir production. These
microearthquakes result from localized failures along
preexisting or new plane of weakness. The displace-
ments generat acous ic energy that can be detected
and recorded at s ismic receivers. These recorded wave-
fo ms compr se microseismic data. Using detection and
ocation algorithms to process the data yields the hypo-
central loci of the microearthquakes. More advanced
proc ssing using power spectra provides source param-
eters associated with these localized failures (e.g., mag-
nitude and moment).

Fundamentals of Borehole Seismic Technology ® Passive Seismic Data

There are three major models for micros smicity
seismicity by failure on fracture planes, seismi ity by
volume change, and seismicity by therm' 1 change.

m Seismicity by failure along pr ext ting or new
fracture planes. Hydrocarbon eserv irs support dif-
ferent Earth stresses that nde normal conditions
lock the naturally occur ing fractures in the subsur-
face. As a result of the i jection of fracturing fluids,
effective-stress changes can trigger movement along
these fractures ( upe et = 1., 2003).

m Seismicity by volume change. Induced seismicity is
created when any volume change occurs in the Earth
(McGarr, 1976) The volume change may be associated
with rock removal from a reservoir. Because vertical
sh ar stress is expected to be at a maximum at the
edge of an expanding reservoir, dip-slip events would
also be expected at this edge. This geometry depends
upon geomechanics and local geology. Local planes of
weakness naturally fracture first, and large preexisting
fractures are not required. Thus, mapping the induced
events at the edge of the expanding reservoir may
provide a time-lapse map of the reservoir extent, but
if localized within the reservoir, microseismicity could
track the progress of a reservoir flood.

m Seismicity by thermal change. Observed in geothermal
wells, seismicity by thermal change can also occur in
hydrocarbon reservoirs when the formation tempera-
ture and injection fluid temperature present large con-
trast. This mechanism requires specific temperature-
contrast conditions (Niitsuma et al., 1999).

If an array of triaxial seismic receivers is situated at
depth near the hydraulic fracture, compressional (pri-
mary or P-) and shear (secondary or S-) waves can be
detected (Fig. 8-1). If we know the Earth’s shear wave
and compressional wave profiles (i.e., velocity model),
the location of any individual microseism is generally
deduced from arrival times of the P- and S-waves and
particle motion of the P-wave. The difference in the
wave arrival times provides information on the distance,
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Figure 8-1. Typical eight-array, 3C accelerometer seism grap disp ay (a) of data recorded for an event located above
the toolstring as indicated by the moveout. Blue red, a d green races represent P-, SH-, and SV-waves, respectively.
Left of the traces, circles and tadpoles summariz - the results rom the hodogram analysis: left circle is for P-wave
arrivals, right circle is for S-wave arrivals. Bl e adp les po nttoward the azimuth of the source; red tadpoles indicate
relative inclination. Note the consistent azimu h and  clination evolution from bottom to top, thus confirming the
moveout observation. Also note that the S wave b e tadpole is oriented 90° relative to the P-wave blue tadpole. View
(b) shows the detail of a typical P-, SH and S waveform recorded on a single level with background noise, scatter-
ing, and the wave arrivals noted. The h pocent  |location can be determined using these parameters (in association

with a detailed velocity model) a
several appropriately located monitor ng wells are used).

whereas the p rticl motion derived from hodogram
analysis provid s information related to the direction of
the incoming energy

From the polarity of the incoming energy, the micro-
seismic focal mechanisms can be estimated. They are
reported by using “beach-ball” diagrams, which indicate
the f ult plane and auxiliary plane for each microseism
(Fig. 8-2). For a double-couple source, the first motions
define four quadrants—two compressional and two dila-
tational. The division between quadrants occurs along
the fault plane and the auxiliary plane. As described by
Oppenheimer (1996), fault-plane solutions describe the
type of faulting taking place (Fig. 8-2).
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ell as sour e parameters and, in some cases, focal mechanisms (when data from

If a fracturing model is assumed, from the fitting of
the displacement spectrum defined around the wave
arrivals, source parameters can be estimated to indicate
the size (magnitude) of the event, its released energy or
the stress drop, and many other parameters.

Limitations on the accuracy of source-parameter
determination and microseismic locations are related
to the accuracy of receiver position and orientation,
the signal-to-noise ratio (SNR), the accuracy of phase-
arrival picks and particle motion estimates, knowledge
of the velocity structure in the reservoir, and the
fracture model.
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Figure 8-2. Seismic focal mechanisms. View (a) illustrates a fault-plane solution. Beach-ball diagrams (b) and 3D
models of the relative slip direction on associated faults describe the four basic earthquake focal mechanisms (c).
P = pressure axis; T = tension axis. (From Oppenheimer, 1996.)
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Both the vector fidelity of the VSI tool and the quality
of the coupling to the formation are critical to ensure
proper SNR during data recording. If an optimal four-
geophone-array configuration can be used (Jones and
Asanuma, 2004) to ensure good vector fidelity, signal
processing techniques such as filtering can improve the
SNR and, therefore, the quality of the arrival time and
polarization angle estimations. Improved knowledge of
the velocity structure can be achieved by velocity model
calibration (discussed in Section 8.3.4) or by acquisi-
tion of additional sonic or seismic data in the zones of
expected seismic wave propagation, which generally
are not limited to the zones to be stimulated. Analysis
of the residuals in arrival times and polarization angles
helps to distinguish between velocity model error and
station position error. Such analysis is critical to improve
the accuracy of source location and source parameters
(Thurber and Rabinowitz, 2000).

8.2.2 Benefits

The monitoring of microseismic activity provides insights
into the location of strain associated with stress changes
within the reservoir and the surrounding formation,
identifies reactivated faults, and identifies lithologic
contrasts. Mapping microseismic activity at the res-
ervoir scale over a period of time may highlight fluid-
front movements, flow path anisotropy, compaction,
fault delineation, and borehole instability. Whereas the
monitoring period can vary from hours (e.g., hydra ic
fracturing in coalbed methane formations or in th
Barnett Shale Formation) to months (as in reservoir
monitoring), the key information is the same—yielding
the ability to dynamically map the mi roseismicity asso-
ciated with fracture treatments or reser oir pr duction.
As such, the monitoring of induced micro eismicity is
a powerful tool to better under tand the development
(i.e., time domain) and geom try ( e, spatial domain) of
hydraulically induced frac ure systems as well as of fluid
injections and strain propagation through the formation
of interest and the sur ounding rocks.

In both hydrauli fra ture monitoring and micro-
seismic reservoir monitoring applications, the ability
to integrate th characteristics of induced fracture
systems su h as fracture length, width, and height,
with we 1 stimulation parameters responsible for such
chara teristics and, later, with well performance data,
can provide additional insight into the effectiveness of
a stim lation treatment and help to improve reservoir
management. Microseismic monitoring can also help to
identify hydraulically conductive fault structures acting
as flow channels for fluid breakthrough, which may
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affect pressure maintenance, as well as other things. On
a field-wide basis, microseismic monitoring may be used
to optimize well placement (Le Calvez et al., 2005) and
improve the next well completion method (Le Calvez
et al., 2006). Real-time microseismic monitoring, how-
ever, may be used to map microseismic activity within
seconds of its occurrence (Le Calvez et al, 2007). This
monitoring method allows a new perforation scheme to
be implemented “on the fly” when using the plug and-
perf approach, and it allows real-time decisions as to the
treatment schedule (Daniels et al., 2007) or to optimize
diversion techniques (Tinkham et al., 2009). In add tion,
along sealing faults, pore pressu e can also increase,
and faults can be reactivated due to s ress change in the
reservoir associated with production or injection activ-
ity. More specific to microseismic r s rvoir monitoring,
compaction or reservoir subsidence as well as potential
borehole instability during the reservoir life creates
obvious major pressure changes

Knowledge gained f om these analyses can help to
identify areas of the reservoir that are supported by
pressur maintenance, represent a drilling risk, undergo
compaction p ocesses, or suffer caprock integrity issues.
In addition, information about the dynamic state of
the reservoir and the surrounding formations allows
improv d management of production and injection pro-
cesses It also may help target new production or injec-
tion wells. An understanding of the reservoir derived
fr m microseismic data analysis may be enhanced by
complementary data such as conventional borehole and
surface seismic data.

8.3 Data acquisition configuration

Microseismic data acquisition uses multicomponent
seismic sensors located in or near the reservoir unit
under investigation to continuously record microseismic
activity. Data acquired with a sampling rate typically of
0.25 ms to 1 ms are digitized downhole. Data are then
transmitted to a surface acquisition unit. Data transmis-
sion from this surface unit to the processing site may
take place by means of

m Ethernet or fiber-optic cable if the processing unit is
near the acquisition unit

® radio if the processing unit is too far away from the
acquisition unit for a proper physical connection
while still in the line of sight

B air card, cell phone, or phone mast if wireless
coverage exists

® secured satellite link if remote access is required.
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The acquisition unit then provides the processing unit
with either the acquired raw data or just the triggered
events, (i.e., waveforms that satisfy some preset thresh-
old criteria: SNR, repeatable occurrence, etc.).

8.3.1 Hydraulic fracture monitoring

The typical data acquisition network used for monitor-
ing hydraulic fracturing consists of a multilevel (i.e.,
8-20 levels), 3C, high-fidelity geophone array lowered in a
monitoring wellbore close to the target depth (Fig. 8-3).
Currently, more than 90% of hydraulic fracture monitor-
ing surveys are performed using only one monitoring well,

typically located within 750 m of the zone of interest in and
around the treatment well. However, different attenuation
values in the rock formations and seismic energy release
may allow closer or wider spacing between the monitoring
and the treatment wells.

Multiwell monitoring of a treatment is possible with
geophone arrays located in distinct nearby wells. GPS
time stamping of the recorded events is, in this case, par-
ticularly critical for data synchronization of the different
receiver arrays. Typically in the context of real-time
monitoring, each well is processed independently for
faster turnaround. However, more sophisticated an lysis
is performed by using multiwell pr cessing tech iques.

Figure 8-3. lll- tra ion of d ferent components involved in a typical hydraulic fracture monitoring campaign. In the lower left

corner.the reatmen w | is connected at the surface to the pumping trucks, blenders, POD* programmable optimum density
blender, nd F acCAT* fracturing computer-aided treatment units. Underground, the stars represent the microseismic events
aking pl ce inth formation per se (green), at the edges of the fluid front (blue), or within the propped zone (purple). Acoustic
waves white circles) propagate from the source (hypocentral location) to the geophones located in the monitoring well. In the
low right corner, the 3C geophone array clamped against the casing of the monitoring wellbore is connected via wireline cable
to the cquisition unit, where the processing is taking place. Additionally, a vibroseis truck is shown generating a sweep to inter-
rogate the formation with a DSI* Dipole Shear Sonic Imager or a Sonic Scanner* acoustic scanning system to help improve the
initial velocity model generally created using a traditional electric log. Both the monitoring and the treatment locations can be
connected via Ethernet cable or satellite to exchange information if a decision is to be made on site. But, as illustrated, if the pads
are in a remote location or decisions regarding the treatment are to be made off site, then both the monitoring and the treatment
locations can be connected via satellite with the decision-making center from which the recommendations will be relayed back
to the field.
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In some cases, the seismic array may be positioned
in the deviated part of a nearby monitoring wellbore or
even be placed in the horizontal leg of a nearby lateral
well. This monitoring configuration is intended to pro-
vide valuable information because the tool is logistically
located close to the treatment zone while also providing
good coverage of the stimulated area.

Another configuration often called “same well moni-
toring” or “treatment well monitoring” requires a seis-
mic array to be placed in the stimulated well to be
monitored. In this particular monitoring configuration
there are two configurations that will provide effective-
ness: one is to place a rathole below the lowest zone to
be treated so that the monitoring array can reside there
while the treatment takes place; the other would be to
ensure effective acoustic isolation between the tool-
string and the interval to be treated.

8.3.2 Microseismic reservoir monitoring

Reservoir monitoring of microseismic activity is achieved
by continuously recording with multicomponent seis-
mic sensors located in or near the reservoir unit under
investigation for durations of weeks to years (Fig. 8-4).
In addition to wireline-deployed tools commonly used
for hydraulic fracture monitoring, different receiver
configurations may be considered, such as permanent
nonretrievable systems (e.g., cemented sensors in dedi-
cated monitoring wells). A permanent or semipermanent
retrievable system is composed of a tubing-clamped

monitoring system and uses bow-springs or eccentralizers
to allow geophones attached to the tubing to couple with
the formation. Semipermanent microseismic monitor-
ing devices such as the PS3-MW (Permanent Seismic
Sensing System-monitoring well version) use the tubing
to couple the sensor package to the formation. The use
of eccentralized standoffs bends the tubing to achieve
a suitable coupling force against the casing. Finally, a
permanent or semipermanent retrievable system with
acoustically isolated tubing-deployed geophones, su h
as the PS3 Q-Lok system, offers a way to isolate he sen-
sors from the tubing while clamping the ensor pa kage
to the casing (Jaques et al., 200 ). Fo all th se con-
figurations, it is important to note that ¢ upling to the
formation requires a good cement bond between casing
and formation.

8.4 Processing worldflow for monitoring
microseismicity

Microseismic monitoring campaigns commonly consist
of velocity model building, survey design, receiver ori-
entation, velocity model calibration for layering and
anisotropy purposes, seismic data acquisition, and a pro-
cessing phase that is completed with an interpretation
ph se Microseismic processing, display, and interpreta-
tion are increasingly being used by operators to provide
$ lutions in real time. The term real time derives from its
use in early simulation procedures. Originally, real time

Figure 8-4. Three-dimensional view of an active oilfield showing microseismic events recorded

by detectors located in producing, monitor, and injector wells.
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referred to a simulation taking place at a rate matching
that of the real process being simulated. Current usage
implies that a computation that is “fast enough” is real-
time computation. In the hydraulic fracture monitoring
business as handled since 2007, a system is said to be
a real-time system if the correctness of an operation
depends not only upon the logical correctness of the
operation but also upon the time at which it is performed
and its relevance to the end user.

(a) Compressional
Slowness
775 ———

Shear Density
Slowness Ray

8.4.1 Velocity model building

Typically, a dipole sonic log, a cross-dipole sonic log,
or a more sophisticated log from the Sonic Scanner*
acoustic scanning platform is used to create an initial
velocity model. Figure 8-5 shows the raw log data curves
for compressional slowness (red), shear slowness (dark
blue), and density (green), which are required to build
a proper velocity model in association with the gamma
ray data (cyan, column 4) for correlation pu p ses.
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Figure 8-5. Example of a velocity model used to calculate microseismic hypocentral locations. Typically, a velocity model is
constructed from wellbore sonic logs by first smoothing (up-scaling) the data using Backus averaging. Then the data are
blocked to form a 1D, vertical transverse isotropic model. The anisotropic components for a 1D model are calibrated using
recorded crosswell data such as string shots or perforation shots. A 20-ft blocked and smoothed velocity profile overlies
the log data in columns 1-3 (a). The same log data are shown with an overlay blocked and smoothed to 200-ft intervals (b).

Fundamentals of Borehole Seismic Technology m Passive Seismic Data

213



Interfaces are extracted and blocking is generated (20-ft
blocking in this case) to minimize the number of layers
while ensuring that enough layers are used to adequately
represent the formations traversed by the propagating
waveforms. Blocked curves are the sharp-edged curves
(highlighted in blue, magenta, and orange) overlaid on
the data curves in columns 1-3, respectively (Fig. 8-5a).
After the blocked curves have been created, they are
optimally smoothed to maximize ray-tracing stability
used during the processing. The overlay in Fig. 8-5a has
been smoothed to 20-ft intervals; the overlay in Fig. 8-5b
was smoothed to 200-ft intervals. Note that the higher
the smoothing value, the poorer the fit with the original
curves. The logs used should be from the monitoring or
treatment well or from a nearby well to ensure adequate
knowledge of the local velocity structure. If available,
several logs should be used to ensure consistency and
allow for reciprocal checks. With the advance of sonic
technology brought by the Sonic Scanner platform, it is
now possible to improve velocity knowledge in terms of
vertical resolution and to evaluate local anisotropy.
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In addition, advanced borehole seismic surveys
(i.e., crosswell tomography, walkaway) may be used to
improve the knowledge of anisotropy and attenuation
values in the far field.

8.4.2 Survey design

Once a velocity model is created, the geophysicist
determines what receiver configuration will optimize
the likelihood of successful data acquisition, wh le mini-
mizing the uncertainty of microseismic event 1 cations
Sometimes, survey design is constrained by pra tical
restrictions such as plugs or any othe limita ions in
the monitoring well below which the re eiver cannot
be deployed. Modeling tools are used to qualify and
quantify the expected results and their uncertainties
(Fig. 8-6). Besides the velo ity model, a feasibility study
requires knowing well spa ing between injectors and
producers and the moni oring wells, as well as the well
geometry and traj ctory (.e., deviation surveys). In
addition, the tempera ure profile and completion design

Model Different Flow Scenarios

uncertainty

o

Model Multiple Well Effects

214

Locetion
uncerta nty

; MJ‘
N ~

Figure 8-6. Survey-design examples. Top left illustrates a simplified blocked velocity model used in the
modeling. Top right shows the different flow scenarios using a single monitoring well. Bottom highlights
how different receiver array configurations affect overall monitoring.
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(i.e., casing size, cementing information, tubing details,
tubing hanger, tubing expansion, safety valve, wellhead,
other control lines, and completion fluid) are manda-
tory to recognize any practical restriction in terms of
tool deployment. Finally, information associated with
the reservoir itself is useful to define the target area
in which microseismicity is likely to occur. Reservoir
parameters include pressure, formation tops, litho-
logic distribution, petrophysical information, fracture
direction, stress direction, and the reservoir activity or
injection plan. The best receiver configuration is then
proposed as the monitoring geometry.

8.4.3 Receiver orientation

A critical and essential step of the data processing is
the determination of the geophone sensor orientation in
the monitoring wellbore. Typically, cable-spaced seismic
stations within an array freely rotate as they are lowered
into the borehole. String shots, perforation shots, or sur-
face seismic sources are recorded prior to monitoring to
resolve this issue (Fig. 8-7). The receiver orientation is
achieved by computing the relative bearing angle of each
3C receiver by taking into account the hole azimuth and
inclination, the measured polarization estimated from
the hodogram analysis around the P-wave arrival, and
the vector from the source location at each receiver.

8.4.4 Velocity model calibration

By comparing the locations of the observed calibratio

shots with the known (sometimes estimated) ocations,
it is possible to calibrate the velocity model to minimi e
the difference between actual and observed po itions.

This velocity model calibration can be done interactively
by modifying the velocity model parameters, such as
P- and S-wave velocity and anisotropy coefficients, and
visually observing the fit of the new modeled P- and
S-wave arrival times on the waveforms.

Another approach is based on the inversion, consider-
ing the minimization of the times and angles to find the
best velocity model parameters. This approach takes
into account all the receiver orientation obtained from
all sources at once.

If the perforation shot timing is measured, thi timing
is used in the calibration of the initial velocity model
(Warpinski et al., 2003). When the perforation shot
timing is known, the number of un nown pa ameters
is then reduced to only the sp tial coordinates, the
inversion of the location is improved, nd therefore, the
velocity model can be bette calibrated.

8.4.5 Event detection

During data acquisi on, background noise and micro-
seismic events a e continuously recorded by the moni-
toring array and fransmitted to the acquisition unit.
Microseismic events can be separated from the back-
gro nd noise at the acquisition unit level using a
simple event detector based on SNR estimates. For each
component, the ratio of average amplitudes calculated
in short-term and long-term windows represents the
SNR' If this ratio exceeds a predefined threshold on a
certain number of traces, then a microseismic event is
determined as detected. Detected microseismic events
are then transmitted for processing and analysis to a
processing unit, which could be either on site in the field
or in a remote location such as an office.

Trace 34
number

Acquisition time, ms

Figure 8-7. Example of traces acquired during a string shot. The x-, y- and z-components are plotted in blue, red, and green.
Note on the left side on the graph the polarizations of the P-waves presented by the tadpoles (azimuth angle in blue and
inclination angle in red). The polarization angles result from the hodogram analysis determined at the estimated P-wave
arrival times represented by the blue ticks located in this figure between 193 ms and 214 ms.
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Of course, raw data can be continuously analyzed
as well in real time at the onsite processing-unit level.
After the data acquisition phase, recorded data can
be fully analyzed in the office for full validation of the
real-time solution.

8.4.6 Event location

The main processing phase of the acquired data esti-
mates microseismic event locations. Manual or automatic
time-picking of wave arrivals (P and S) takes place to
calculate the distance of the microseismic event to the
geophone using the properly calibrated velocity model.
A polarization analysis using hodogram analysis esti-
mates both inclination and azimuth angles, which fully
describes the microseismic event location (Fig. 8-8).
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Once the times and angles are estimated, a location
algorithm estimates the source location by comparing
modeled and estimated times and angles. The location
algorithm searches a full model space for a position pre-
senting the maximum likelihood of location (Tarantola
and Valette, 1982). Another location algorithm finds a
minimum, starting from an initial guess and iteratively
searching for the position leading to a minimum residual.
This method, called Geiger algorithm (Geiger, 1912), is
based on the fact that a perturbation of the sou ce lo a-
tion and the resulting perturbations of the wav arrival
times are linearly related. The problem is solved by
iterations and generalized least-squares inversi n. This
method uses both arrival times and polarization angles
as input data (Lee and Stewart, 1981).

Azimuth Angle Determination

4

[l Smmw a
A
At=t—t
_ At x Vp xV
Vp -V,
Depth Determination

Figu 8-8. Microseismic generation, propagation, and measurement. In an over-simplified Earth model (top left), the
distanc (D) between the event and a monitoring triaxial geophone can be constrained by measuring the difference

(At) between the arrival times of the P-waves and the S-waves (i.e.,
dependent on the velocity model (bottom), which is usually describe

and £, respectively). The value D is heavily
by the P- and S-wave velocities (I, and V,

respectively) of each layer in the model. The second coordinate, the azimuth to the microseismic event, is determined
by examining the particle motion of the P-waves using hodograms (top right). The depth of the microseismic event, the
third coordinate, is constrained by examining the P- and S-wave arrival delays between receivers (or the moveout) at
the monitoring well. (From Bennett et al,, 2005/2006; this graphic is copyright Schlumberger, Inc. Used with permission.)
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Typically, hydraulic fracture treatment generates a
significant amount of microseismic events. Manual pick-
ing is a cumbersome and lengthy process that may lead
to improper event location determination. This naturally
leads to an incorrect interpretation of the hydraulically
induced fracture system development.

Methods requiring manual time-picking are robust
and have proved to be quite efficient when process-
ing time is not an issue or when the SNR is fair to
excellent. However, currently, processing should be
completed within minutes (or seconds) of the acquisi-
tion of a detected microseismic activity. Therefore,
hydraulic fracture monitoring requires an automated
microseismic event detection and location capability
using continuous spatial mapping to enable a true real-
time processing (Drew et al., 2004, 2005) (Fig. 8-9).
This method detects and locates microseismic events
without requiring the identification and picking of dis-
crete arrival times at each sensor. This method is based
on continuous updating of a spatial map in which each
grid position corresponds to modeled traveltimes for
P- and S-waves from this grid position to each receiver
position. At each grid position, all SNRs corresponding
to the waveforms at the modeled traveltimes of P- and
S-waves for the entire receiver array are mapped for the
entire receiver array. This method not only enhances the
detectability of microseismic events but is both robust
and fully automated.
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8.4.7 Source parameters

Once the event location has been determined, source
parameters can be estimated. The waveforms are rotated
toward the source positions and are corrected for the
instrument response and converted from acceleration
to displacement values. Signal losses account for both
geometrical spreading and attenuation. The displace-
ment spectrum of the S-wave arrival is fitted to find
three spectrum parameters: low-frequency level corner
frequency, and high-frequency slope. From these three
parameters of the displacement spectrum the source
radius, seismic moment, stress drop, moment magni-
tude, and radiated energy are estimated nd sha ed with
the 3D visualization tool for further in erpr tation.

The source radius may be omputed as a function
of the ratio of the S-wave velocity at the source loca-
tion estimate and the corner frequency of the S-wave
displacement spectrum (Madariaga, 1976). In general,
source radius paramete s are determined based on
earthquake se smo ogy equations. Given the scaling
issues existing b tween  rthquakes studied from global
network rrays and microseismic events studied from
borehole-center d rrays, the validity of these equations
and their appropriateness for microseismic fracture
mechanics is currently under investigation.

The eismic moment is a function of the source-
re ei er distance, formation density, S-wave velocity,
low-frequency level, and the average value for the S-wave
radiation pattern (Brune, 1970).

Trial radial distance

Trial
depth

Recorded time

Trial origin time

Figure 8-9. Coalescence mapping migration. This figure illustrates a dynamic process using a still picture. In this
method, potential modeled time picks (vertical ticks along the trace) exist and are fitted to the data (waveform). If the
moveout and timing are sensible, then it is considered that the modeled time picks are adequate and an event location
is extracted from the lookup table. The strength of this method relies on its ability to not fall within local minima as well

as to detect minute events.
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The stress drop is derived from the moment and
the source radius. The moment magnitude can then
be estimated as a function of the moment (Hanks and
Kanamori, 1979).

Magnitude attribute can be plotted as a function
of the source-receiver distance for different stages of
a hydraulic fracture monitoring dataset (Fig. 8-10).
Small-magnitude events close to the receivers are
detectable. Events farther from the tool must have
higher magnitude to be detected. This is part of a
monitoring bias and requires additional monitoring
positions properly located to maximize coverage of
small-magnitude events.

8.4.8 Multiplet identification

A group of microseismic events with high waveform
correlation despite differences in the origin time can
be found by observation of the various seismograms
recorded. Such a group of events is referred to as a
“multiplet.” In this case, the events may be considered
to be related to identical failure mechanisms (i.e., focal
mechanisms).

The hypocenter distribution within a multiplet cluster
often highlights planar structures, which might poten-
tially indicate reactivation of fracture systems (Eisner et
al., 2006). Early detection of cross-stage fracturing may
help the stimulation engineers to adjust, in real time,
the pumping parameters associated with a hydraulic
fracturing treatment.

8.4.9 Collapsing method

Once the event locations have been estimated, the
interpretation of the “cloud” of events should consider
the uncertainties of the locations. Uncertainty in loca-
tion is typically represented as an error ellipse that
contains the possible microseismic location with an
assigned level of probability. An inspection of the many
uncertainty ellipsoids would be tedious, difficult, and
impractical. The idea of the collapsing method prop sed
by Jones and Stewart (1997) is to consider th location
uncertainties as a guide in the refinement of th loca-
tions. The locations are moved inside their un ertainty
ellipsoids toward a center of gravity of a group of events
to reach a refined picture of the spat al ev nt distribu-
tion. This has been proved to be useful to ighlight linear
structures and identify faults

8.4.10 Interpretation phase

When record d microse smic events have their
locations determined, the final analysis of the microseis-
mic events yields an estimate of the induced fracture
system geometry Traditional 2D displays are useful.
H wever, to help fully assess the 3D geometry of the
indu ed fracture system as well as its evolution through
time, a visualization package is needed (Fig. 8-11).
Integration of fracture geometry (length, width, height,
and asymmetry), well logs, and geological information
leads to an improved understanding of the reservoir

haracteristics. When the characteristics are merged

Magnitud
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Stage-3 events
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Figure 8-10. Magnitude of induced microseismic events plotted versus distance to the center of the
monitoring array for three treatment stages. Such a plot can be useful to determine the maximum
distance at which a microseismic event could be monitored (i.e., about 5,500 ft in this case).
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Figure 8-11. A display taken from the StimMl  * hyd aulic fracture stimulation diagnostic data system. Various types of
data (microseismic event locations versus time nd tre tment parameters) can be displayed simultaneously and in real
time to visualize and interpret the hydraulica y.indu ed fracture system in relation to the well geometry and location. The
left window is a map view of the overa mapped microseismic activity (colored spheres) as it relates to the well trajectory.
Events are color-coded by time and siz d by m ment magnitude. Early events are red; most recent events are dark blue.
The higher the moment magnitude, t e larg  he sphere. The right window is a 3D view of a subset of microseismic events
through which a plane is fitted o simula e a potential fracture plane.

with fracture-pumping information, the hydraulic frac-
ture treatment is bet er monitored (Le Calvez et al.,
2007) Acc rate, real-time treating pressures, fluid and
proppa t rat s, chemical additive rates, and various

ther freatment data have increased the success and
eff tiveness of stimulation treatments. To extract
maximum value from the real-time processed, accurate

Fundamentals of Borehole Seismic Technology ® Passive Seismic Data

microseismic event locations, it is critical to visualize
in real time those locations in relation to the treat-
ment geometry (e.g., well locations and trajectories,
perforation locations, local lithology) and to the actual
pumping parameters (Peterman et al., 2005; Le Calvez
et al., 20006).
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8.5 Examples—Microseismic applications  Table 8-1. Production Allocation from Production Log

8.5.1 Enhance reservoir development Interval Percent of Total Flow, %

Low production and a low recovery factor are expected Stage 6 82
in formations presenting low permeabilities in the St

. 11e . ageb 23.0
microdarcy to millidarcy range. Such formations are
characterized as tight gas reservoirs. Stage 4 04

Microseismically determined fracture system half- Stage 3 40
lengths tend to be approximately 50% shorter than the :
originally designed ones and display greater vertical Stage 2 0.0
development than the anticipated ones. Quite often,
observed fracture systems exhibit strong asymmetry that
appears not to be related to the monitoring geometry.
In the case study discussed below, despite that six inde-
pendent stages were performed, microseismic mapping
illustrates that several stages are overlapping. An initial
plot of the microseismic events against the gamma ray Observed Fracture  Fracture Formation

Stage 1 234

Table 8-2. Summary of Results from Product on Matching

log (Fig. 8-12) highlights which zones are effective bar- Halt-Length, Conditivity,  Permeability,
. . . ft mD-ft mD

riers that hinder fracture development perpendicular to

the layering and which zone does not prevent fracture Stage6 205 16 0.0055
height development. Stage5 220 88 0.0047

To analyze the commingled production, a produc- age '

tion log is used to quantify the contribution from each Stage4 40 12 0.0014
stimulated interval (Table 8-1). These data indicate that shes o1 0.0012

the second stage does not contribute to the total produc-
tion, whereas the contribution from the shallower third Stge2 254 na na

stage is minimal. On the other hand, the fourth and fifth
stimulated intervals appear to contribute to two-thirds
of the total production. Combining the production log 2= not applicable.
results and the flowing wellhead pressure creates or

each stimulated interval an allocated producti  rate

and its corresponding flowing pressure curve (Fig. 8-1 ).

This allows each individual zone to be analyzed sepa-

rately using numerical or analytical tools. Table 8-2 sum-

marizes the production-matching results obtained using

analytical simulation.

St ge 22 68 0.0039
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Figu e 8-12. Two-dimensional display of all mapped fracturing stages in relation to conventional electric logs.
Micros ismic events are shown as dots, color-coded for each stage. Events are projected along a plane going
through the perforation sets and aligned with the acoustically determined fracture system azimuth. Even though such
an illustration gives a valuable snapshot of the fracture system geometry, only a 3D time-lapsed animation can reveal
the true complexity of the geometrical characteristics of such mapped fracture systems. (From Peterman et al,, 2005
Copyright © 2005 SPE, reproduced with permission.)
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Figure 8-13. Cumulative allocated production for each stimulated interval shown in Fig. 8-12.
(From Peterman et al,, 2010. Copyright © 2005 SPE, reproduced with permission.)

Typically, commingled production associated with
varying fracture half-lengths and fracture asymmetries
leads to a complex simulation scenario. One way to
analyze the impact of such fracture geometries is to
use a multilayered finite-difference reservoir simula
tor. Such a tool provides enough flexibility to model
the production response from the observed fractu e
geometries. In this particular case, microseismic-b sed
observed fracture lengths are noticeably shorter th n
the initially modeled and anticipated ones. Additionally,
microseismic-based observed fracture ystems are asym-
metric, whereas the initial model anticipates them to
be symmetric with a given orientation relative to north.
To study the impact of shorter- han-ex ected fracture
half-lengths and asymmetric geomet ies on production
rates and recoverable res rves in very low-permeability
formations, the previ s one well analysis was extended
to an existing area to help quantify the recovery after
10 years of production The first model (Fig. 8-14 left)
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initially assumed production properties and assumed
symmetric fracture half-lengths (approximately 500 ft)
ori nted parallel to a northeast-southwest direction.
The s cond model (Fig. 8-14 right) uses the production
properties derived from the afore-mentioned workflow
as well as the fracture geometries observed from the
microseismic mapping. Figure 8-14 (right) represents a
map view of the modeled pressure distributions after ten
years of production.

In low- and extremely low-permeability reservoirs
presenting either commingled production or not, it
is critical to effectively understand the hydraulically
induced fracture system geometries and azimuths to
optimally exploit the reserves. By combining various
tools, such as microseismic mapping, production analy-
sis, reservoir modeling, and simulation, an optimal drill-
ing pattern can be determined to develop the reservoir
to its full potential.
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Figure 8-14. Map view of modeled pressure distribution assuming designed fracture properties (left)
and observed (microseismic mapping) fracture properties (right). Blue represents rea deple d of
gas; red represents area with abundant gas. (From Peterman et al, 2005. Copyright © 2005 PE,

reproduced with permission.)

8.5.2 Optimize completion strategy

The organic-rich shale gas fields underlying the
Appalachian, Illinois, and Michigan basins are poten-
tially the most productive source of natural gas in th
United States. As in the Barnett Shale in Texas or he
Fayetteville Shale in Arkansas, huge volum s of gas
are being currently produced from thes Devonian
shale reservoirs. Overall, these formations ar 100 to
500 ft thick, promising substantial reserv s However,
two main geologic factors govern the production from
these gas-bearing formations: ult a low matrix porosity
(ranging from 2% to 6%) and permeability (ranging from
0.00005 to 0.0005 mD)  and fracture-induced permeabil-
ity. These formations must b effectively hydraulically
fracture stimulated to yield economic production.

To avoid making t o many assumptions as to the
induced fractur system geometry and to better under-
stand the ¢ eated fracture geometry for various comple-
tion des gns, monitoring of the induced fracture system
geometry may be used.

In the following case study (Daniels et al., 2007), real-
time fracture monitoring using induced microseismic
activity provided the stimulation engineer with informa-
tion pertaining to geometry (3D) and development (4D)
of the hydraulically induced fracture network. Many
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parameters can be monitored in real time to optimize
the completion. The most important contributions are
the generation of the estimated stimulated volume and
microseismic event graphs that enable the engineer to
make treatment-in-progress decisions about the stimula-
tion and to make changes to the treatment in an effort to
contact more of the reservoir. In this example, a mixture
of fibers and other particulates was used to control the
fracture geometry while pumping. This mixture was able
to divert fluid flow in a fracture, build net pressure, and
induce the creation of additional fractures in situ and at
the wellbore, as desired. There are several challenges
to creating diversion in this nonhomogeneous medium.
First and foremost, although blocking of the fracture
pathways is critical for creating diversion events, the
pathways themselves must contribute significantly to
production. Therefore, the diversion must be temporary
as well as nondamaging to the fracture network. As res-
ervoir conditions change, the degradable nature of the
material must be controllable from field to field, well to
well, and perhaps even stage to stage. Laboratory testing
has been performed to ensure proper bridging for safe
diversion and postjob cleanup.



In the Barnett Shale, both natural and induced
fractures are nonhomogeneous. This situation creates
a challenge to block many different fracture geometries
simultaneously and temporarily. To address this prob-
lem, a multicomponent blend of materials was used. The
particle size and percentages of each of these blends
were engineered on the basis of the expected range of
fracture geometries in the given wellbore. The fracture
geometry was estimated from image logs and validated
by real-time microseismic monitoring. Once the fracture
network was effectively diverted, a pressure differential
sufficient to generate the net pressure required to initi-
ate a fracture elsewhere was maintained within the ini-
tial fracture. This pressure differential was in the range

of hundreds of psi, making successful diversion difficult
to determine by fracturing pressures alone. The example
well was drilled parallel to the direction of minimum
horizontal stress to create several transverse hydraulic
fractures. This infill well has five offset wells crossing
the heel section of the lateral. By projecting the lateral
trajectory onto a resistivity log from a vertical offset well
(Fig. 8-15), the toe of the lateral was positioned so that
the first-stage perforation clusters encountered both the
highest and lowest resistivities found in the reservoir.
Effectively contacting all this section of the res rvoir in
this environment would be difficult because of the itho-
logic and stress variations from one perforation cluster
to another.

(a) 7410
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10,000 9,50

9,000 8,500 8,000 7,500 7,000
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Figure 15. Inthe plot (a) of the wellbore trajectory overlying a resistivity log, the perforations are represented by
dots. The five perforation clusters at the toe, shown in red and green, are the entry points for the Stage-1 treat-
ments. However, the two green clusters were the only ones active for Stage 1a and Stage 1b. During Stage 1c, the
red toe clusters and fractured rock in this section of the reservoir were activated. The overhead view (b) shows
the location of the mapped microseismic events for all of the stages. Stage 1a s light blue, Stage 1b is green, Stage
1cis red, and Stage 2 is dark blue. (From Daniels et al, 2007. Copyright © 2007 SPE, reproduced with permission.)
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8.5.3 Better understand fracture
system development

In several cases, a horizontal wellbore was treated in sev-
eral stages from toe to heel using a given set of perfora-
tion clusters. Prefracture instantaneous shut-in pressures
measured for each stage showed decreasing pressures
from toe to heel, thus clearly illustrating stress variability
along the horizontal leg of the wellbore. Microseismic
monitoring confirmed these observations by highlighting
variability in fracture system development. For example,
in a high horizontal stress, anisotropic environment con-
firmed by image log as well as by new sonic log technol-
ogy (e.g., Sonic Scanner log), the fracture system tends
to develop along a clearly delimited narrow zone with
its long axis oriented parallel to the maximum stress
azimuth and its small axis oriented perpendicular to it
(Fig. 8-16). Usually in such an environment, the lateral
is aligned along the direction of minimum stress. On the
other hand, in low horizontal stress, anisotropic environ-

ments, most of the microseismic monitoring campaigns
show that the hydraulically induced fracture system is
not properly defined along a given azimuth but has a
large footprint (Fig. 8-16).

8.5.4 Improve perforation cluster strategy

Proper cluster spacing generally prevents competition
between individual fractures; thus it minimizes fracture
linking and maximizes the creation of multiple, indep n-
dent, parallel fracture system sets. Initial micr seismic
studies illustrated this concept, now known in the i dus-
try as stress shadowing, with its positi e and egative
effects. For example, with perforatio clusters too close
to one another, stress shadowing leads to restricted
development of the fracture systems located in the
middle of the lateral. On the other hand, at both the toe
and the heel of the lateral, the fracture systems tend to
develop in a disproportio ate manner.

. . . » b g
800 ft b, o Tre:vtmlent

Figure 8 6. Overhead view of mapped microseismic events during a four-stage fracturing treatment. The first two
s ge (Stage 1=green events, Stage 2 = red events) are well constrained laterally (i.e., planar fracture system with
dens microseismic activity). The data from the last two stages (Stage 3 = yellow, Stage 4 = blue) show they are less
constra ed laterally, as also observed in theimage log. Sonic Scanner data plotted above the well trajectory indicate
the last two stages are in a generally less stressed environment (red). (Modified from Daniels et al,, 2007. Copyright

© 2007 SPE, reproduced with permission.)
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This pattern can have a negative effect if, for example,
unexpected vertical development of the fracture systems
leads to connecting the wellbore to a water-bearing
zone (Fig. 8-17). If perforation clusters are properly
spaced along the lateral, induced fracture systems have
a tendency to simultaneously develop, and the fracture
system development is enhanced along a direction
perpendicular to that of the lateral. Additionally, micro-
seismic monitoring mapping also highlights the need to
separate perforation clusters with a distance of approxi-
mately 1.5 times the expected height of the fracture sys-
tems as well as to maintain a perforation cluster length
of not more than 4 times the wellbore diameter to allow
noncompeting induced fracture system sets to develop.

8.5.5 Manage unwanted fracture placement

In an uncemented lateral, fluid is pumped under pres-
sure within the borehole until the rock breaks in
some specific zone. Pumping pressure then suddenly
decreases until it builds up again. From the surface,
there is no way to know where the fluid and proppant are
being placed because none of the zones is mechanically

separated using some type of plugging device. In some
cases, microseismic mapping shows that the fluid indeed
is not reaching the expected zones but is breaking only
the heel of the wellbore, for example, which greatly
diminishes the value of the hydraulic treatment.

When surface seismic data are not available, well
placement can be decided using microseismic analysis
to highlight fluid paths and sealing or reactivated faults.
In this case, microseismic data brings additional value
not only to the stimulation engineers who stopped the
wasteful pumping of expensive fluids and propp nt into
the ground, but also to the geologists and geophys cists
who improved their knowledge of he ar a of in erest.

In some cases, as in the Barnet Shale Formation,
the interval of interest lies abov a wa r-bearing zone
(e.g., Ellenburger Formation) Mi r seismic monitor-
ing can help to detect early that the injected fluids are
not remaining in the zone and, therefore, that pumping
should be halted. Performed i real time, this monitor-
ing technique can elp to void creation of a wet well
(Le Calvez et al 200 )

Figure 8-17. Mapped microseismic events along a well trajectory showing potential penetration of the hydraulically
induced fracture system into the underlying water-bearing formation. Top of the water-bearing formation isin blue.
Colored panels along the well trajectory are potential fault planes derived from either seismic or log information.
(From Le Calvez et al, 2007. Copyright © 2007 SPE, reproduced with permission.)
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8.5.6 Monitor fluid-front movement
and bypassed productive zones

In 2002, a microseismic reservoir monitoring project was
carried out in the Yibal field, Oman, to monitor move-
ments of fluids and stress changes in the reservoir as a
result of pressure fluctuations. From the analysis of a
high level of microseismicity over a monitoring area of
10 km?, the microseismic events are distributed along
structures of various intensity and size. These events are
associated with active or reactivated faults (Fig. 8-18).
From interpretation of the microseismic event distribu-
tion and parameters, a compartment has been identified
within the gas reservoir as well as a high-permeability
fracture corridor that acts as a water pathway. This trial
has successfully demonstrated the potential of microseis-
mic analysis to contribute to the reservoir management
decision-making process.

8.5.7 Conclusions

From these examples, it is clear that the goal of today's
effort to monitor hydraulic fracture treatments is to
assess fracture system geometry (i.e., azimuth, height,
length) and complexities associated with the interference
between natural fracture systems. Other typical objectives
are to identify local stress orientation and to evaluate
hydraulically induced fracture containment. Being able
to visualize hydraulic fracture system characteristics
allows stimulation, production, and completion engineers
to qualify the impact of the treatment and to potential y
improve the next design. For example, the engin er can
alter the placement and spacing of the perfora ion lus-
ters. The engineer can also change the nitial umping
schedule or even modify the nature of the proppant-
carrier fluid. In some cases, diversion tech iques can also
be used if required.

Figure 8-18. Map = ew of fault structures delineated by microseismicity.
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Hydraulic fracture monitoring of induced microseis-
mic events is a useful observation tool to understand the
behavior of the hydraulically induced fracture system in a
given environment under a given set of treatment param-
eters. Based on these observations, conclusions can be
drawn and hypotheses can be tested, hopefully leading
to better well placement, well design, well completion,
and overall improved productivity and economics, while
reducing the environmental footprint.
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Survey Design and Modeling

9.1 Introduction

Seismic modeling, or numerical prediction of experimental
results, has several objectives:

® to understand and visualize theoretical concepts
® to analyze feasibility

B {o optimize source and receiver geometries to achieve
a desired result as input in survey design before any
real data have been acquired

® to image or invert recorded data to arrive at a spatial
distribution of material properties

B to test hypotheses in the interpretation phase.

Often it is necessary to check whether an inferred solution
would indeed generate the observed data.

All borehole seismic surveys that deliver a multitrace,
spatially variant result require modeling in their design
and interpretation. This even applies to “simple” check-
shot surveys in deviated wells or in the presence of strong
horizontal velocity gradients or lateral velocity chan es
related to structure. Even if modeling is not explicitly
conducted before acquiring the data, it is implicit in he
data processing and migration.

The general problem of determining the spatial dis-
tribution of the elastic properties of a heterogeneous
Earth volume from data recorded taf w dis rete points
around its periphery (i.e., in we ls and n the surface)
has a nonunique solution. Th bes answers are provided
by simulated synthetic me surements close to those that
are actually observed around that periphery. The goal is
to minimize the differences between observed and mod-
eled data. This inversion process produces a model with
calibrated material properties that represents our under-
standing of the subsurface, thus implying a necessity to
conduct forward modeling through the inferred result.

This chapter discusses general concepts of survey
d sign and modeling. More specific concepts are already
disc ssed briefly in previous sections of this book. For
example, Chapter b includes concepts on fluid discrimi-
nation and AVO modeling, whereas Chapter 6 presents
considerations on time-lapse modeling and time-lapse
AVO to identify changes in the reservoir caused by
production or injection. Chapter 5 makes reference to
modeling of anisotropic effects, both VIT and HTI, to

Michael Jones

understand their effect on AVO responses,  ffect o
salt-proximity results, and effect on imaging—~both in
focusing and event positioning. Salt-proximity modeling,
which constitutes one of the main uses of 3D ray-trace
modeling today, was discussed in Chapter 6. Modeling
related to hydraulic fracture monitoring and survey
design aspects (i.e., effect of anisotr py on hydraulic
fracture monitoring event locations, optimization of
receiver locations, and modeling of microseismic events,
including source radiation pattern) is discussed in
Chapter 8.

9 2 Understanding the essentials

The underlying mechanical principles behind the sci-
ence of seismology (elasticity, Huygens’ and Fermat’s
principles) are well understood, at least for homoge-
neous media. Predicting the results when applying those
principles can be very complex, considering the hetero-
geneity of the Earth at all scales. Modeling can help us
gain insights into how those principles operate in a given
situation and can help us to develop a framework for
understanding the observed results.

In Chapter 2, Fig. 2-2 showed an example of this
approach applied to the underlying relationship between
a VSP dataset and the surface seismic CDP or shot gather
that might be acquired at the same place. The figure
shows how reflections, direct arrivals, multiple events,
and mode conversions are recorded by the receiver
array. It demonstrates how the VSP and CDP gather
share a common trace, the one with the receiver at the
surface at the well location. At this receiver location, the
events (or at least those that propagate to the surface)
must show continuity between the two datasets.

During feasibility analysis, modeling may confirm
that a predicted effect can indeed be observed. This is
not the end of the modeling process, because some form
of sensitivity analysis is also needed. It is necessary to
determine whether, if the modeled conditions had been
slightly different, the observed result would have been
measurably different. If the subsurface differences that
are desired to be understood generate results that are
too similar to distinguish, the actual survey will have
little value. In more concrete terms, the interpretation
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of a fault location requires not only that the fault appear
in the data, but also that its position can be determined
to the desired accuracy under the uncertainties of the
velocity model and the actual geometry of the fault.

Often models are used to generate synthetic data for
two possible scenarios, and the objective is to deter-
mine whether there are observable differences between
the two synthetic datasets. Usually the modeling will
show observable differences between the cases, but it
is important to remember that when the real data are
acquired, the problem is whether we can determine,
from one of the datasets, which case it represents. One
reason why this may be difficult is that the model implies
a simplification of the geology, not only for the zone that
may be under investigation but for all the other layers
that contribute to the seismic response. We seldom have
the luxury of interpreting a single event in isolation from
its reflectivity environment.

9.3 Survey design questions

Unlike surface seismic presurvey planning, which seldom
extends beyond normal-incidence synthetic modeling
(i.e., considering only rays perpendicular to the inter-
faces), most offset and walkaway VSPs are modeled

Table 9-1. Practical and Theoretical Concerns of Survey Design

extensively in advance, including non-normal-incidence
modeling, to predict full waveform response and true
amplitudes. Another objective is to estimate the illumina-
tion of target horizons for the tested geometry. Modeling
is required for all borehole seismic acquisition geometries
when sources or receivers are offset from the well or when
there is significant well deviation or structural dip.

The procedure to achieve a successful borehole
seismic survey begins with a clear specification of the
objectives of the survey. What are the questions o whi h
it is hoped the survey will provide complete or partial
answers? Often these questions hinge around im ging
issues: Can the survey geometry p ovide subsurf ce illu-
mination in the target area, or can th da a from such a
survey provide an unambiguous image to interpret?

After the survey objectives are defined, the design
process continues with the practical and theoretical
concerns of whether a survey can be designed that would
meet those objective (Table 9 1).

Modeling ¢ n p ovide answers to questions about
amplitude, resolution propagation, traveltime, image
extent, mode conversion, anisotropy, AVO, and the abil-
ity to process the resulting data. In today’s multidisci-
plinary industry, the model can be the common language
amo g the various specialists.

Concern Detailed Question

Can objectives be met?

1. What frequencies are ne essary to res Ive the target?

2. Can we expect a sig al as a resul of impedance change, AVO, or anisotropy?

3. Do the possible re lection oints cover the target area?

4. For 4D, d the ch nges in the reservoir cause enough change in elastic parameters to be observable?

5. For4D ift e changes are observable, can they be inverted to define the reservoir changes that caused them?

Technical (practical) 1
feasibility

nthe s urce generate the necessary frequencies in this environment?

Economic feasibility

1. How much will the technically feasible survey cost?

2. What third-party costs will be incurred (navigation, rig time, boat time)?

3. Are the preferred source points accessible and permitable with seismic equipment?

4. What is the minimum survey configuration that will meet the objectives?
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94 Types of modeling medium. In reflection from an interface, the angle
of incidence equals the angle of reflection (Fig. 9-2).
The path of a ray from the source to the receiver
m Simple convolution of the reflectivity log with a for reflection at a given interface can be calculated

There are three classes of modeling for seismic surveys:

chosen wavelet generates a normal-incidence syn-
thetic (Fig. 9-1). The reflection coefficients are
derived from the acoustic impedance (Eq. 9-1),
assuming normal incidence.

R= ZZ_ZI
Z2+Z1

(-1)

where R is the reflection coefficient, and Z, and Z,
are the acoustic impedance values of the layers above
and below the interface, respectively. A wavelet is
selected, specified by its bandwidth and phase, and
each reflection coefficient is replaced by a copy of
this wavelet, scaled by the value of the reflectivity.
When the wavelets from more than one reflection
coefficient overlap, their values are summed. This
modeling does not account for propagation effects
or multiples.

Ray-trace modeling explicitly propagates energy
through the model, from source to receiver, using ray
propagation theory (Fig. 9-2). Refraction at interfaces
or through velocity gradients follows Snell’s law, and

reflection is specular. Snell’s law states that
sini _ V.
sinr ¥, '

@2

where ¢ is the angle of the incident wave, V| is
the velocity of the incident medium, » is he an le
of refraction, and V, is the velocity of he second

Acoustic impedance log
I 11 |
Reflection coeffi ients '
Wavelet
hthetictrace . VY 1l |V VR ~aflla
0.1 0.2 0.3 04 05

Time, s

by using the properties of reflection and refraction.
Because the velocity in the model is known, the
traveltime of the ray can be calculated. A reflection
coefficient can be inserted into the receiver trace
at this time. The process can be repeated for each
interface in the model. The resulting reflection co f-
ficient series can be convolved with a desired wavelet
to produce a synthetic trace for each ourc -rec iver
pair. In practice, many more phys al effects can
be modeled in a ray-tracing scheme attenuation,
nonzero-incidence reflectivity, impl multiples, and
complex structures. Ray tra ing a be performed in
one, two, or three dimensions through quite arbitrary
velocity models, and anisotropy may be incorporated
into the layers, if desired. Al hough ray tracing is often
thought of n re ation t traveltime determination,
it also allows very accu ate modeling of amplitudes.
Ray-trace modeling has the huge benefit that the
modeled response can be confined to selected events
or regions of the subsurface that represent a subset of
the full wavefield response.

Source |P

i
_____ Borehole
Receiver v,
I .
y r

X

Figure 9-2. Schematic of ray-trace modeling principle and Snell's
law. In reflection from an interface, the angle of incidence (a)
equals the angle of reflection (b). Symbols: i = angle of the incident

Figure 9-1. Simple convolutional synthetic seismic trace. The reflec-
tion coefficients are derived from the acoustic impedance, if we
assume normal incidence.

wave, V, = velocity of the incident medium, r = angle of refraction,
V, = velocity of the second medium.
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B Finite-difference modeling provides a more general
solution to the problem of generating the modeled
Earth response (Fig. 9-3). Finite-difference model-
ing will provide a very complete synthetic seismic
response, including all the multiple reverberations.
It has the advantage that the generated response
includes all possible travel paths from source to
receiver, whereas the ray-trace technique will nor-
mally find only the shortest-time travel path for a
particular mode. In complex geological structures,
this may be significant because the multipathing
may be rampant. Finite-difference modeling can
be performed in one, two, or three dimensions,
though in three dimensions, it is computationally
intensive and demanding on both processor cycles
and core memory. Finite-difference approaches are
usually thought of in terms of modeling full-wavefield
responses at relatively high computational cost, but
they are also the basis for eikonal equation solvers
that can determine point-to-point shortest travel-
times extremely fast.

The preceding classification is neither perfect nor
complete. There are also hybrid modeling schemes
that use different modeling techniques in different
regions to exploit the respective strengths of either

]

technique. Hybrid models separate the modeled vol-
umes into a simple, or even constant, model outside
the zone of interest and a changing model within the
zone. There are also techniques that model two-dimen-
sional responses from one-dimensional models by using
“propagator-matrix” methods.

The following sections will consider some of these
questions, ordered according to increasing complexity.

9.4.1 One-dimensional modeling
and vertical resolution

The simple 1D question of temporal (o depth) resolu-
tion is often answered by modeling In the simplest
case, a synthetic seismogram derived f om an acoustic
impedance log is a modeling re ult Simple extensions to
this would be to model pin houts or channel responses
by deforming the log used for the adjacent successive
synthetic traces.

Synthetic s ismograms re widely used to tie the
seismic reflection da a wi h the geology derived from
the log data. The synthetics are generated by convolv-
ing the normal-in idence reflectivity sequence with a
desired wavelet, usually zero phase. Every reflection
coefficient in the sequence “sees” the same wavelet, and
changes in the wavelet shape caused by its propagation

Vertical receiver

Earth Model and Expanding
Wavefront Snapshot

Synthetic Seismogram from the Vertical

Receiver Array Shown

Figure 9-3. Representation of finite-difference modeling. The velocity model (left) is represented as a
fine grid. The initial disturbance (the source function) is then propagated through the grid, cell by cell,
time-step by time-step, to arrive at a full synthetic seismogram (right) for the receiver locations specified.
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through the Earth are ignored (or, phrased another way,
the assumption is made that those propagation effects
present in the real data can be adequately compensated
for in the processing of the seismic data). The synthetic
terminates at the depth of the deepest formation in the
well for which logs are available.

In an actual dataset, the resolution is further limited
by the loss of high frequencies during the wavelet’s
propagation through the Earth. Absorption of energy
from the wavefield, usually expressed in terms of
the quality factor @, is discussed in Chapter 4. This
is the loss of high-frequency energy to friction in the
rock. It is often a concern for surface seismic surveys,
but as the frequency requirements for adequate resolu-
tion become higher, the importance of absorption also
increases. For cross-well studies, attenuation is the cru-
cial limiting factor for image resolution and maximum
possible well-to-well range.

A second mechanism that reduces high frequen-
cies and that is usually neglected is the elastic effect
of repeat layers. A stack of thin layers, such as coals,
will generate a series of notches in the spectrum of the
propagating wavelet as the wavelet reverberates within
the layers and interferes with its undelayed version. For

examples, analysis, and discussion of this phenomenon,
see Coulombe and Bird (1996), O’'Doherty and Anstey
(1971), or Ziokowski and Fokkema (1986). In practice,
the first notch will usually define the maximum usable
frequency in the zone of interest.

Figures 9-4 and 9-5 show synthetic seismograms illus-
trating these effects. The same impedance log and input
wavelet are used for each version. Figure 9-4 shows a
“primaries-only” synthetic and one that includes mul-
tiples. The time of the deepest, isolated reflec ion was
chosen to be later than the multiples generated etween
the repetitive layers and the shallow reflect r so that
the response of this reflector is no affected by he first-
order multiples following after the repe itive layers at
0.4 s. The two spectra shown in the fig re are for win-
dows of the trace taken abou the shallower reflector
(no multiple distortion) and the deeper one (including
the transmission filtering). Figure 9-5 shows the case in
which a @ of 80 is included 1 the primaries-only syn-
thetic. In both case there s an amplitude effect and a
phase effect on he w velet.

[t is  asy to see that even the apparently straightfor-
ward procedu e of generating a 1D synthetic is subject to
interpretation and carries potential pitfalls.

Acoustic Reflectivity Synthetic ~ Synthe Including
0 Impedance Primaries Only All Multiples
\ _ 12
[ Amplitude Spectrum
‘ Top Reflection 10
0.1 I
| 08
" Normalized
0.2 ‘ 05 amplitude
- — | — — =
al—-% |- 8t W | I N 02
| 0
Time \ 20 40 60 8 100 120
' 04 -~ - Frequency, Hz
S _:— — L M—
:: e —— 1.2
— - Amplitude Spectrum
. p p
05 » _ Bottom Reflection 10
|
; 08
06 > Normalized
F 06 amplitude
‘ ! 04
|
0.7 ! ! ~ ‘ 0.2
' 0
0.8 { 20 40 60 8 100 120

Frequency, Hz

Figure 9-4. 1D synthetic seismic trace showing the effect of transmission filtering by thin layers

(e.g., coals) on the amplitude and phase of deeper reflections.
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Figure 9-5. 1D synthetic seismic trace showing the effect of anelastic atten a ion (€ 80) on the amplitude

and phase of deeper reflections.

9.4.2 Two-dimensional modeling
and lateral resolution

Interesting questions arise in the more ge era topic of
imaging lateral variations in geology. ateral variations
can range from major structural feature having large
relief to lateral changes in porosity with no vertical relief
at all. Between these extremes a e the imaging of faults
in relatively flat backgrounds and the imaging of low-
relief reefs. At the extrem end of the structural branch,
salt-flank imaging is perform d in which the target to be
imaged may be vertical or overhanging.

Figure 9-6 shows a simple model of a fault adjacent
to a well. For implici y, the layers in this model have
been chosen wi h no internal vertical or horizontal
velocity gradients, and the rocks are assumed to be
sotrop ¢. No other physical property has any effect on
th seismic response, either in the model or in the physi-
cal world. Porosity, permeability, and lithology can be
observed only if their variation causes variation in the
elastic parameters.
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Figure 9-6 also shows the raypaths of the compres-
sional P-waves for reflections from the top of the faulted
horizon. Figures 9-Ta, 9-7Tb, and 9-Tc show the results
of imaging synthetic data from this model using a VSP
CDP transform.

The imaging step assumes that the velocity model is
completely known before the image is interpreted. The
real question, however, is whether the correct inter-
pretation can be recovered if the velocity model is only
imperfectly known. Figure 9-7a shows the data mapped
through the same velocity model from which the syn-
thetic was created, whereas Fig. 9-7b shows the data
mapped through a 1D (flat) velocity model containing
no fault but matching the velocity structure at the
wellbore. Figure 9-7c is the image resulting from map-
ping the synthetic data through a model that includes a
fault but in the wrong lateral position. This image is
clearly distorted by the error in the structure in the
velocity model. Obviously, less information is better than
erroneous information.
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Figure 9-6. 2D fault model showing modeled r ys for th top of the faulted layer.
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Figure 9-7. Comparison of offset images of a fault through VSP CDP mapping when using the exact velocity model (a),
when using a flat velocity model from velocities at the well (b), or when using a velocity model with the fault 150 m
closer to the borehole than it actually is (c).
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9.4.3 Three-dimensional modeling

The computational and conceptual advantages of 2D
visualization mean that many, possibly most, exploration
problems are resolved into dip and strike direction com-
ponents that are then considered as separate problems,
each in two dimensions. Lack of absolute rigor is bal-
anced by the conceptual simplicity and interpretation
insights that result.

This may be too much of a simplification in many
cases, as it is only in the dip direction in a pure
2%-dimensional case that 2D modeling is a correct
approximation. Even in the strike direction, the reflection
points do not lie vertically beneath the sources or receivers.

Some cases must be modeled with 3D tools, such as
when dips have different azimuths at different horizons,
when source and receiver are oblique to strike, or when
the surface of interest is contorted in three dimensions.
A few examples are illustrated in the subsequent sections
(Figs. 9-8 to 9-18).

9.5 Zero-offset VSP

Even the simplest source and receiver geometries,
such as the zero-offset VSP in a vertical well, may
require 3D modeling to truly determine from where
the reflections are coming. Figures 9-8 to 9-10 show
3D ray tracing results for a simplified model in which a
reflector occurs below an irregular salt body. The array
of receivers in the borehole is within the salt body, and
the source is on the surface adjacent to the wellhead It
is the classic zero-offset VSP geometry. The r y tracing
in Fig. 9-9 shows how the reflection points at the ase of
the salt and the dipping reflectors lie along completely
different azimuthal directions from the well, separated
by approximately 120°. Even though the ertical dis-
tance between reflectors is quite small, the reflection
points are spatially well separated. Any 2D modeling
would be unable to account for this in any quantitative
manner. The third figure in the sequence, Fig. 9-10,
shows some different representations and visualizations

L S S

\\\\\\ Base of salt body

Planar dipping ™%
- {
horizon

Figure 9-8. A 3D model of top and bottom of a salt body with an underlying planar dipping horizon. A vertical
array of receivers is shown in green within the salt body. Same model is depicted in Figs. 9-9 through 9-16.
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that follow the ray tracing. Figure 9-10a shows the reflec- An alternative viewpoint through the model is shown in
tion points at each interface, color-coded by the angle of Fig. 9-10b to enhance the visualization of the reflection-
incidence at the horizons, which vary from 0° to about 6° point azimuths at the different horizons.

Ray reflection oin
from salt base

Base of salt body \ Ray reflection points Planar dipping horizon
f.om pl na horizon

Figure 9-9. The 3D model of Fig. 9-8 showing rays, raced from a source on the surface adjacent to the
wellhead, reflected into the array from differe horizo s at different azimuths and reflection-point offsets.
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Figure 9-10. Alternative visualizations in 3D ray-trace modeling. In view (a), the 3D model in Fig. 9-8
is shown with reflection points displayed and coded by angle of incidence. A 3D perspective view
from surface (b) shows the difference in the directions of coverage for the two horizons.
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9.6 Tomographic velocity
inversion survey design

The image of the subsurface derived from recorded
seismic data is only as good as the knowledge of the
velocity structure of the Earth. Borehole seismic data
provides an excellent mechanism to calibrate subsurface
velocities by inverting the traveltimes from source to
receiver to give the velocity structure in the illuminated
region. Unfortunately, the method contains an implicit
concern—the very velocity field that one seeks to derive
affects the paths the rays take between source and
receiver through that field. If that velocity structure
causes the raypaths to “miss” the rock volume under
investigation, the desired velocity cannot be derived. The
survey design presupposes some knowledge of the struc-
ture and stratigraphy under investigation. Multiple sce-
narios, usually no more than two or three, can illustrate
the sensitivity of the survey objectives to the uncertainty
of velocity knowledge.

3D modeling offers an opportunity to predict some of
the effects of the velocity structure on the raypaths to
optimize the source locations used for the experiment
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with respect to the anticipated velocity field. Rather
than a trial-and-error approach to locate the sources, the
reciprocity principle can be used by defining the target
area and propagating rays from the receivers to that
zone and then propagating them onto the surface con-
taining the sources. Figure 9-11 shows the same model
used in Fig. 9-10, but the problem in this case is to deter-
mine the surface source locations for obtaining useful
coverage through the Earth to the receivers. The figure
shows a 45° cone, with its apex at the receiver array a d
a cone of rays shot within that 45° from the eceiver
array to the surface. The emergence points of he rays at
the surface do not coincide with < circl drawn around
the wellhead. A pattern of source points distributed over
the emergence cone area would give co erage from 0 to
45° at the receivers.

Alternatively, the rays cou d be traced from surface loca-
tions to the receiver array (Fig. 9-12) and the emergence
angles at the receiver can be determined.
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Figure 9-11. 3D ray-trace model showing a 45° cone (maroon) from the receiver array to the surface and
the actual raypaths (blue) with take-off angles within the cone. The emergence points at the surface are
displaced from the straight-ray construction.
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\ Receiver array
in bo “hole

Figure 9-12. Alternative 3D ray-trace model showing rays shot from s rface sour e locations

to the receiver array using point-to-point ray tracing.

9.7 Optimizing offset-VSP source locations

A similar approach to that described previousy can be
taken to determine a suitable source location for an offset
VSP designed for imaging reflec ors in the subsurface.
From the receiver array, a cone of rays can be directed
downward in the direction of the desired image, reflected
at that reflector, and continued until they reach the sur-
face of the Earth. The d nsity of emergent rays can be plot-
ted on the surface. Figure 9-13 shows the cone of rays shot
from the receiv rarray The cone width can be adjusted in
either horizonta direc ion. The density of rays emerging
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from the surface is shown in Fig,. 9-14, and the source posi-
tion can be planned to coincide at the position of highest
density. This will be the source location that will give the
greatest number of rays that will image the desired area
in the subsurface. Figure 9-15 is the final ray tracing from
the source to the receivers via the image points at the base
salt and deeper planar reflector.

Figure 9-16 shows the modeling associated with a
walkaway survey having two orthogonal source lines
intersecting at the wellhead. The figure shows the rays
traced to the target horizon and the reflection point
locations at that level.



Figure 9-13. 3D ray-trace model with cone of reflected rays traced from he re eivers back to their
reflection pointin the desired imaging area beneath the salt. This technique may b used to optimize
offset VSP source locations forimaging beneath salt.

Optimal source ocation

Figure 9-14. Map of the density of 3D-modeled rays traced from each receiver to points in the desired
image area and then reflected and traced to the surface. The point of greatest density of emerging
rays (marked by the red dot) is the source point that would generate the most rays illuminating the
desired image area.
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Figure 9-15. Modeling from source to = ceiver. he 3D final raypaths are traced from the chosen source
location, to the reflectors, and th the eceivers (a). Notice that the coverage at the deepest reflector is
on the opposite side of the well romth source location. The reflection points are displayed by their angle
of incidence, low angle to  igh ngle, respectively, and the range of colors: blue, green, red, and yellow.
The rays traced are recor ed onth synthetic seismic record (c).
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(c)

(b)

Figure 9-16. 3D ray-trace models of a walkaway survey: ) ray tracing through a complex structural model from
a near-wellhead source location, (b) simulati nof tw orth go al walkaway lines to image at the deeper green
horizon, and (c) reflection points from (b) obse ed from a slightly rotated viewpoint.

Another example is shown in F g 9-17 Here the same
deviated well is used to model three different survey
types. The first is a walkabove VSP; the second, an AVO
walkaway for either A O calibration or anisotropy inver-
sion; and the third is the overage from an imaging walk-
away. It is interesting to note in this scenario that the
walkabove  urvey would probably provide more coverage

under the wellbore than the walkaway survey geometry
(although those reflected rays have not been traced in
the figure).

Figure 9-18 shows an example of modeling a 3D VSP
with source lines perpendicular to the receiver array in
the deviated borehole.

Fundamentals of Borehole Seismic Technology = Survey Design and Modeling 247



Figure 9-17. 3D ray-trace models of three types of surveys displayed for the same wellbore: (a) walkabove,

(a)

Receiver
points

(b)

(c)

(b) AVO walkaway, and (c) imaging walkaway.
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Figure 9-18. Ray-trace model of reflection points for a walkaway 3D VSP su vey with source lines

perpendicular to the borehole trajectory.

9.8 Conclusions

Modern modeling techniques coupled with the speed of
modern computers make it possible to simula e the full
elastic response of quite heterogeneous Earth models.
Full-waveform modeling can incorporate anisotropy, dis-
persion, and complex structure in simu ations that can
be run within a manageable time frame. Given the avail-
ability of these tools, ther is litt e justification for not
engaging in presurvey modeli g of borehole seismic sur-
veys. A small expenditur before the survey can establish
a fit-for-purpose desig which is critical to increase the
success and hence value of the actual survey. Another
benefit of modeling study is that negative modeling
results an p event the wasting of valuable acquisition
dollars on a program whose failure could have been
pre icted. Taken one step further, the synthetic wave-
fields from the modeling can be used to prescribe proper
processing flows, especially in complex environments in
which standard workflows and rules of thumb collapse.
[t does not automatically follow that the appropriate
approach to a modeling problem is to always use the
most sophisticated software, the largest sledgeham-
mer. Modeling should be aimed at answering specific

questions and, by doing so, gaining insight into the
processes connecting impulse and response. The secret
to effective modeling is to use enough complexity to
answer the questions but no more than is required by
the problem.
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Roman symbols

ES

=<

—

S T

c
c(f)

Cip Crg
C331 Cs5
d

D

target

SHSHSESES)

()

Sp

angle of incidence

amplitude

amplitude of downgoing wave
amplitude of reflected wave
initial amplitude

amplitude at point 1
amplitude at point 2

angle of reflection
coefficient

velocity gradient
Hottman-Johnson coefficient
phase velocity at a frequency f

elastic stiffness parameters

Hottman-Johnson coefficient

differential slowness (obs rved — normal
slowness)

distance; depth

depth of target

energy in a wave
Energy at point 1

En rgy at oint 2

freq ency

maximum frequency
minimum frequency
first frequency value
second frequency value

frequency of signature with » notches
caused by ghost interference

proportionality factor in drift correction
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S5s®
Syse®
t

accelerometer

array

ghost

¢

t
tdrillstring
t

tP

t

S

Symbols

angle of incident wave

a number (quantity; 0, 1,23, ...)
number of first-order mult ples
offset of source

slowness

horizontal slowness

prima y or compressional wave

d wngo ng P wave reflected as upgoing
P-wave

dow going P-wave reflected as upgoing
S-wave

quality factor

P-wave quality factor

S-wave quality factor

angle of refraction

distance

distance at point 1

distance at point 2

reflection coefficient

reflectivity

P-wave reflection coefficient
secondary or shear wave

seismic trace in surface seismic
seismic trace in VSP data

traveltime

seismic traveltime to the accelerometer
seismic traveltime to the array

seismic traveltime along the drillstring
traveltime of reflected pulse (ghost)
arrival time for P-wave

arrival time for S-wave
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t traveltime at point 1
Ly traveltime at point 2
ty arrival time difference between
geophones 2 and 1
V velocity
Vdrillpipe velocity along the drillpipe
Vy horizontal velocity
Vi interval velocity
Vo normal moveout velocity
V, P-wave velocity
Vs S-wave velocity
VSlip slip velocity
v, vertical velocity
Vi ater velocity in water
V initial velocity
|4 velocity of first medium encountered
v, velocity of second medium encountered
weg(f)  wavelet in surface seismic data
wyep(t)  wavelet in VSP data
P inage image extent
2 depth
Zge0 depth of geophone
2 depth at point 1
2, depth at point 2
Z acoustic impedance
A acoustic impedance of layer above interface
Zy acoustic impeda ce of I yer below interface
Greek symbols
Y Thomsen parameter: difference in the
hor zontal and vertical propagation velocities
for SH-waves
0 Thomsen anisotropy parameter for SV-waves
AP change in pressure
At difference in traveltime
252

AtCOI‘I‘
At

At
At

Ay

corrl
corr2

ds

min

At

seismic

At

sonic

At,
At,
Ax

Az

adjusted change in traveltime

adjusted change in traveltime at point 1
adjusted change in traveltime at point 2
traveltime through the drillstring
traveltime through the formation
minimum threshold slowness value

change in traveltime derived from sei mic
data

change in traveltime derived f om sonic
log data

traveltime at point 1
traveltime at point 2

change in horizontal separation between
two points

change in depth

Thoms n parameter: difference between
the hori ontal and vertical propagation
velocities for P-waves

nonhyperbolic or anellipticity parameter
density

anisotropy of SV-waves

phase

phase spectrum of crosscorrelated trace
phase spectrum of the reflectivity

phase spectrum of surface seismic wavelet

phase spectrum of VSP wavelet

Latin symbols

gds
0f

drillstring path distance (drillbit VSP survey)
formation path distance (drillbit VSP survey)
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1D
2D
3C
3D
4D

ALARP
AVA
AVO
AVOAZ
BARS
BHA
CCL
CbpP
CMP
E&P
GAC
GOC
GPS
GR
GRT
HFVS
HSE
HTI

MD
MEM

one-dimensional

two-dimensional

three-component

three-dimensional

four-dimensional

acoustic impedance

as low as reasonably practical

amplitude variation with angle of incidence

amplitude vaariation with offset

amplitude variation with offset and azimuth

borehole acoustic reflection survey

bottomhole assembly

casing collar locator

common depth point

common midpoint

exploration and production

geophone accelerometer

gas/oil contact

global positioning system

gamma ray

generaliz d Radon transform

High Fid lity Vibratory Seismic

hea th, saf ty, and environment
orizontal transverse isotropy

logging-while-drilling

measured depth

microelectromechanical

measurement-while-drilling
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NMO
0BC
0)))
PBR
PDC
ppg
PSDM
P-wave
QC
QHSE
QMS
rm
ROV
RTM
SAF
SH-wave
SNR
SV-wave
S-wave
™D
TDT
TI

TSS
USD
VSP
VTI
WEM

Nomenclature

normal moveout

ocean-bottom cable
outside diameter
primary-to-bubble ratio
polycrystalline di m nd compact
pore pressure gradient
presta k depth mighration
pr mary wave (compressional wave)
qual ty control
quality, health, safety, and environment
Quality Management System
root-mean-square
remote-operated vehicle
reverse time migration
San Andreas fault
horizontal shear wave
signal-to-noise ratio
vertical shear wave
shear wave
total depth
thermal decay time
transversely isotropic, transverse isotropy
transmitting seismic source
United States dollars
vertical seismic profile
vertical transverse isotropy

wave-equation migration
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SI Metric Conversion Factors

atm x 1.013 250" E+05 = Pa
bar x 1.0" E+05=Pa
bbl X 1.589 873 E-01=m3

ft X 3.048" E-01=m
degF (degF—32)/1.8 =degC
gal x 3.785412 E-03=m3

in x 2547 E+00 = cm
in® X 1.638 706 E-05=m?

L X 1 E-03=m3
Ibf X 4.448 222 E+00=N
Ibm X 4535924 E-01=kg
lbm/ft® X 1.601 846 E-02 = g/cm®
Ibm/bbl X 2.853 E+00 = kg/m?
lbm/galUS  x 1.198 E+02 = kg/m?
lbm/galUS x  1.198 E-01 = kg/L
mile X 1.609 344 E+00 = km
psi X 6.894 757 E+03 = Pa

sq mile X 2.589 988 E 00 = km?

TConversion factor is exact.
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Units
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Note: Page numbers in italic type refer to illustrations.
Page numbers followed by a “t” refer to tables in the text.

A

accelerometers, 196, 196
acoustic impedance, 233
zero-offset VSPs, 82, 82
acoustic impedance inversion, 184
acoustic scanning platform, 192
Advance III Vib Pro™ servo-hydraulic system, 49, 49
airgun controllers, 4, 36-37, 37
airguns, 31-36, 31-36
buried airguns, 33, 34
controllers, 4, 36-37, 37
ITAGA eight-airgun array, 35, 35
Magnum six-gun array, 35—36, 36
marine airguns, 31, 31
Sercel G. GUN airgun, 31, 31, 34
source characterization, 34, 34t
SWINGS navigation system, 4, 38, 38, 70
three-gun cluster, 34, 34, 35, 37
for walkaway VSPs, 155
Alberta (Canada)
Athabasca tar sands crosswell seismic surveys,
174, 174
Violet Grove pilot project time-lapse seismic surveys,
175,177,178
Algeria, walkaway VSP, 124
amplitude-corrected VSP, 85, 85
amplitude decay, 83
amplitude variation with offset analysis. See AVO
analysis
amplitude variation wi h offse and azimuth analysis.
See AVOAZ analy is
anhydrite, 168
anisotropic velo ity models, 113, 114, 115
ani ot opy, 07
azimuthal anisotropy, 125, 126, 127, 128, 130-131,
30, 131
defined, 107
dep h-dependent anisotropy, 190
elastic anisotropy, 107
fracture-induced anisotropy, 107, 128
horizontal transverse isotropy (HTT), 124-131
imaging and, 113, 114, 115
layering-induced anisotropy, 107
modeling and, 116, 231
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Index

polar anisotropy (vertical transverse isotropy; TI),
107-124, 107, 121-124
rose plots of, 129, 131
walkaway VSPs, 156
aplanatic surface, 170-171, 171
Arkansas, Fayetteville Shale 223
arrivals, 10, 11
Athabasca tar sands (Canada) crosswell seismic
surveys, 174 174
AVO analysis (ampli ude var ation with offset analysis),
107, 231
local anisotropy 116-124
walkaway VSPs 12, 113, 117-120, 118-120, 156, 158
AVOAZ analysis (amplitude variation with offset and
azimuth analysis), 125
azimuthal anisotropy, 125, 128
integration with other measurements, 130131, 130,
31
multiazimuth walkaway VSPs, 125, 126, 127

Barnett Shale Formation, microseismic activity
mapping, 210, 223, 224, 224, 226

BARS technique (borehole acoustic reflection survey
technique), 193, 194

“beach-ball” diagrams, 208, 209

Bit On Seismic* software, 200, 201

body waves, 9

borehole acoustic reflection survey technique. See BARS
technique

borehole acquisition software, quality control, 56—63,
57-63, 59t

borehole seismic acquisition
hydraulic fracture monitoring, 24, 25, 26, 210,

211-212,211, 213
on land, 38
marine 3D VSPs, 159, 159, 162, 164, 164, 165
microseismic data, 210-212
offset VSPs, 138, 138
pipe-conveyed, 9, 10
simultaneous surface and borehole seismic
acquisition, 68-70, 69

software, 56, 5762, 58-62, b9t, 62
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survey geometries, b, 6
three-dimensional VSPs, 159-160, 159, 160
walkaway VSPs, 155, 155t
while drilling, 21, 2223, 23, 64—66, 64, 65, 194-204,
198-204
borehole seismic data
about, 5
advantages and disadvantages of, 6, 7-8, 8, 133
applications, 27, 28t
geophysical principles of, 5-27
offset VSPs, 138, 139-152, 139152
processing at the wellsite, 62, 63
quality control, 56—63, 57—63, 59t
VSI data display, output, and delivery, 61, 62
walkaway VSPs, 156
wave types, 9-11, 9—12
zero-offset VSPs, 79-97, 80, 81, 151-162, 152
See also data processing
borehole seismic surveys, 1, 1, 133
applications of data, 27, 28t
dynamite used to obtain data, 49, 154
in extreme conditions, 178-179, 179, 180
geophysical principles of, 527
quality control, 56—63, 57—63, 59t
Quality, Health, Safety, and Environment (QHSE)
management, 4, 49, 50
survey design and modeling, 231-249
survey types, 12—26
See also individual types of surveys
borehole seismic technology
applications of data, 27, 28t
classification of applications, 2t
overview, 2
permanent downhole monitoring, 66 68
Schlumberger involvement in, 2—4, 3
seismic sources, 31-50
wireline seismic tools, 5053, 50-53, 4t, b5, 55
borehole seismic-while-drilling me hod . See seismic-
while-drilling methods
Brazil
Riacho de Barra field marine VSP, 162, 164, 164, 165,
166
seismic-whi e-drilling, 202
buried airg ns, 33 34

C

Canada
Athabasca tar sands crosswell seismic surveys, 174,
174
Violet Grove pilot project time-lapse seismic surveys,
175,177,178
Cardium Formation (Pembina field), time-lapse seismic
surveys, 1756-176, 177, 178, 178
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Cascaded Sweeps™ technique, 44, 45, 45
Caspian Sea, seismicVISION tool use in, 201, 202
CDP gathers (common depth point gathers), 116
CDP mapping, 143, 144, 146, 149
certification, 4
checkshot VSPs, 12, 13, 28t
compared with zero-offset VSP system, 75, 75
data, 198, 199
vertical-incidence checkshot VSPs, 14, 14
CMP gathers (common-mid-point gathers), 110, 156
coalescence mapping migration, 217, 217
coherency ¢ inversion, 103
common depth point gathers. See CDP gathers
common-mid-point gathers. See CMP gath rs
compressional wave direct arrival, offse VSPs, 139, 140
compressional waves. See P waves
computer migration, offset  SPs, 144
controllers
airgun controllers, 4, 36-37, 37
TRISOR acoustic source  ontroller, 4, 36-37, 37, 58,
70
vibroseis controllers, 49, 49
converted-shear-w ve VSPs, 149-152, 149-153
¢ nverted-wave VSPs, 127, 127
con olution model, 97
convolutional synthetic seismic trace, 233, 233
Cook field (Texas), Cotton Valley Reef, 190, 191, 192
corridor stack, 12, 13
zero-offset VSPs, 91, 91, 92, 97, 98
Cotton Valley reef (Texas), 190, 191, 192
crosswell seismic surveys, 20, 20, 28t, 174, 174
CSI* Combinable Seismic Imager, quality control,
60, 61
Cuitlahuac field (Mexico), 130, 130, 151-152

D

data processing
borehole seismic data processing at wellsite, 62, 63
microseismic surveys, 212-219
offset VSPs, 138, 139-152, 139-152
zero-offset VSPs, 78-97
deconvolution, 95, 96, 97
offset VSPs, 142, 143
@ and, 105, 105
trace-by-trace deconvolution, 96, 96
waveshaping deconvolution, 90, 90
deconvolution operator, 93
delta (Thomsen parameter), 109, 110
depth-dependent anisotropy, 190
depth migration, 149
deviated-well VSPs, 14, 14
diapir, 168
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difference-equation technique, 144—145

direct-arrival amplitude, 82

downgoing events, 78, 93, 93

downgoing multiples, 78-80, 79

downgoing signals, 10

downgoing wavefields, 78, 85, 86, 90

downbhole seismic tools, 3, 3

downhole sensors, 9

downhole tool tests, 59—60, 59t, 60, 61

drift calculations, 76, 76, 77

Drill-Bit Seismic* VSP, 21-22, 21, 22, 66, 67, 195-197,
195-197

drilling, 27, 28t, 183

drillstring accelerometer, 196

drillstring imaging, 196-197, 197

Dual-Burst* Thermal Decay Time measurements,
175, 175

dynamite, for VSP work, 49, 154

E

elastic anisotropy, 107

Ellenburger Formation, 226

epsilon (Thomsen parameter), 109, 110
eta parameter, 109, 110

explosives, dynamite for VSP work, 49, 154

F

far-field signature, three-gun cluster, 34, 35
fast-shear azimuth, 131
Fayetteville Shale (Arkansas), 223
finite-difference modeling, 234, 234
Forties field (North Sea), AVO response, 118, 179
forward modeling, 117, 183
4D VSPs, 27
fracture-characterization methods, 24
fracture-induced anisotropy, 107, 128
fractures, 17, 124
fracture system development understanding with
microseismic s rvey 225, 225
hydraulic fr cture monitoring, 24, 25, 26, 210,
211-212,211 213
seismicity from, 207
ull-waveform modeling, 249

G

GAC sensor, 55, 55

gamma (Thomsen parameter), 109
Gardner’s relation, 184

gas/oil contact (GOC), 175, 177
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generalized Radon transform migration method.
See GRT migration method
geometrical spreading, 83-84, 84, 104
geophones
gimballed geophones, 170
sensitivity of, 72
three-axis geophones, 170
zero-offset VSPs, 92
geophysics, 1
geosteering, 190-191, 190—194
geothermal wells, seismicity by thermal change, 207
G. GUN airgun systems, 31, 31, 34
gimballed geophones, 170
GOC. See gas/oil contact
Green Canyon area (Gulf of Mexi ), Mad Dog field 3D
VSP, 167, 167
GRT (generalized Radon tr nsform) migration method,
144, 147, 147
Gulf of Mexico
geologic se ing, 68 168
Mad Dog field 3D SP 167, 167
salt bodies in, 168, 168
salt-proximity s rveys in, 172, 173
seismic-while-drilling, 203
T under Horse field marine VSP, 165, 166, 167

H

halite, 168

HFVS™ High Fidelity Vibratory Seismic, 44, 45, 45, 46

horizontal phase slowness, 120-121, 12/

horizontal shear waves. See SH waves

horizontal transverse isotropy (HTI), 124—131

hostile-environment tools, 55, 56

Hottman-Johnson approach, 184

HTI. See horizontal transverse isotropy

hydraulic fracture monitoring, 24, 25, 26, 210, 211-212,
211,213

hydraulic-induced fractures, 24, 25, 26

hydraulic-induced microseismic events, 24, 25, 26

integral-equation technique, 144
interbed multiples, 94, 95
interferometry, 148, 148
inversion, 183—184
acoustic impedance inversion, 184
GRT migration and, 147
HFVS and cascade techniques, 45
tomographic velocity inversion survey design,
242, 243
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inverted acoustic impedance, 184
isotropic velocity models, 113, 114, 115
ITAGA™ eight-airgun array, 34, 35

K
Kirchhoff migration technique, 144, 146

L

lateral resolution, 236

layering-induced anisotropy, 107

linear sweeps, 42, 43, 43, 44

local anisotropy, AVO analysis and, 116—124

log-property mapping, 184

logging-while-drilling (LWD) techniques, 21, 64

look-ahead VSPs, 7, 183, 187, 188

look-ahead zero-offset VSP, 187

look-around capability, 7

Luann Salt, 168

LWD techniques. See logging-while-drilling (LWD)
techniques

Macha TGS-8, 36
Mad Dog field (Gulf of Mexico), 3D VSP, 167, 167
Magnum* six-gun array, 3536, 36
mapping
benefits of, 210
coalescence mapping migration, 217,217
log-property mapping, 184
VSP CDP mapping, 143, 144, 146, 149
marine 3D VSPs, 159, 159, 162, 164 164, 165
marine airguns, 31, 31
match filtering, 100
matching filter, 100
MD Sweep* design, 45 47, 47
measurement-while-d 1ling (MWD) techniques, 21,
22-23, 23, 6466 64, 65
MEM (microel ctromechanical) accelerometers, 68
microearthquakes, 207
micr seism ¢ monitoring, 24, 210
microse smic surveys, 24, 25, 26
applications of, 220-227
ollapsing method, 218
da 110
data acquisition, 210-212
event detection, 215-216
event location, 216-217
fracture system development understanding with,
225,225
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hydraulic fracture monitoring, 24, 25, 26, 210,
211-212,211, 213

interpretation phase, 218-219

mapping benefits, 210

multiplet identification, 218

multiwell monitoring, 211

optimization of completion strategy, 223-224, 224

perforation cluster strategy by, 2256—226, 226

processing workflow, 212-219

receiver orientation, 215

reservoir development enhancement by, 220, 220t,
221,222,222, 223

reservoir monitoring, 212, 212

same well monitoring, 212

source parameters, 217-218

survey design, 214-215

treatment well monitoring, 212

unwanted fracture and, 226

velocity model buildin  213-214, 213

velocity mo el ca ibratio , 215

microseismicity 207

See also microseismic surveys

migration

coalescence mapping migration, 217, 217
d pth migration, 194

GRT migration, 144, 147, 147

Kirchhhoff technique, 144, 146
multiparameter migration, 147

offset VSPs, 144147, 145-147
reverse-time migration (RTM), 144
turning wave migration, 169
wave-equation migration (WEM), 144-145

Mississippi Canyon (Gulf of Mexico), Thunder Horse

field marine VSP, 165, 166, 167

Mobil Corp., 44
modeling

anisotropy and, 116, 231

convolution model, 97, 233

convolutional synthetic seismic trace, 233, 233

during feasibility analysis, 231

finite-difference modeling, 234, 234

forward modeling, 117, 183

full-waveform modeling, 249

functions of, 214, 231, 232

maximum source offset, 138

one-dimensional modeling, 234-235, 235

three-dimensional modeling, 239, 239

three-dimensional ray-trace modeling, 232, 233, 233,
239, 243-248

tomographic velocity inversion survey design,
242, 243

two-dimensional modeling and lateral resolution,
236,237,238

types of, 233-239

zero-offset VSP, 239, 239-241

Schiumberger



monitoring, permanent downhole monitoring, 66, 68
moveout curves, 110, 111
multiazimuth walkaway VSPs, 125, 126, 127
multiazimuthal VSPs, 17
multiparameter migration, 147
multiples, 78-80
downgoing multiples, 78-80, 79
identifying, 92-94, 93-97, 96-97
interbed multiples, 94, 95
upgoing multiples, 80, 91, 94
multiplets, 218
multiwell monitoring, 211
MWD techniques. See measurement-while-drilling
(MWD) techniques

navigation systems
SWINGS navigation system, 4, 38, 38, 70
TRINAYV integrated navigation/positioning system
module, 68, 69
near-salt surveys. See salt-proximity surveys
nonhyperbolic moveout, 110, 111, 112
nonlinear sweeps, 42, 43, 43
normal moveout (NMO) correction, 100
Norsk Hydro, time-lapse seismic surveys, 175
North Sea
extreme conditions in, 178-179, 179, 180
Forties field AVO response, 118, 119
look-ahead zero-offset VSP, 187
Oseberg field time-lapse seismic surveys, 175, 176
VSP through drillpipe, 185, 185
walkabove VSPs, 134, 135, 136

0

offset VSPs, b5, 15, 15, 28t, 136 153
converted shear-wave imaging 148-152, 149—153
data acquisition, 138, 138
data migration, 143 148
data processing, 138, 1 9-152, 139-152
deconvoluti n, 142, 43
finding reefs and geosteering, 190-191, 190-192
hori onta component data, 139
inter erome ry, 148, 148
migration, 144—147, 145—147
optimizing source locations, 244, 245-247, 247, 248
planning, 136
pressure considerations, 136, 137, 137
wave-component rotation, 139, 140, 141, 141
wavefield separation, 142, 142
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Oman, Yibal field microseismic reservoir monitoring,
227

Omega-Lok tool, 66, 67, 68, 68, 212

one-dimensional modeling, 234-235, 235

Oseberg field (Norwegian North Sea), time-lapse
seismic surveys, 175, 176

overpressure, 184

P

P waves (compressional waves; primary waves), 9, 9, 11
P33-MW (Permanent Seismic Sensing System-
monitoring well version), 212
passive seismic monitoring, 7, 24, 28t
PDC bits (polycrystalline diamond compa. t bits), 195
Pelton Vib Pro™ encoder, 49, 49
Pembina field (Cardium Formation) time-lapse seismic
surveys, 176-176, 177 178, 178
permanent seismic ‘nstallations, 7
Permanent Seismic Sensing System-monitoring well
version. See P33-MW
Petrobras, Riacho de Barra field marine VSP, 162, 164,
164, 165, 166
ph se matching, 97-98, 98, 99, 100, 100
phase slowness method, 120-121, 121, 122
pip conveyed borehole seismic acquisition, 9, 10
plann ng
offset VSPs, 136
salt-proximity surveys, 172, 172
three-dimensional VSPs, 160, 160
walkaway VSPs, 1565
See also survey design
polar anisotropy (vertical transverse isotropy; VTI),
107-124, 107
estimation by phase slowness method, 120-121,
121,122
estimation by slowness-polarization method, 123,
123, 124
measuring, 108-110, 108, 109
polycrystalline diamond compact bits. See PDC bits
pre-survey activities. See planning; survey design
primary arrivals, 10
primary waves. See P waves
propagation effects, AVO analysis and, 117
PS3 Omega-Lok system, 212

Q

Q-Borehole* integrated borehole seismic acquisition
and processing system, 38, 70, 7/

Q-Borehole vibrator truck, 38, 39, 154

Q-compensation filter, 101-102
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Q-factor, 100
deconvolution and, 105, 105
geometrical spreading, 104
importance of in processing, 105
measuring, 101-103, 102, 103
) recovery, 83
quality control
borehole acquisition software, 56, 57
CSI Combinable Seismic Imager, 60, 6/
data display, output, and delivery, 61, 62
downbhole tool tests, 59—60, 59t, 60, 61
seismic sources, 58, 59
TRIACQ acquisition recording system module, 68, 69
vibroseis, 59
VSI Versatile Seismic Imager, 59—60, 59t, 60
Quality, Health, Safety, and Environment (QHSE)
management, 4, 49, 50

ray-trace modeling, 232, 233, 233, 239, 243-248, 249
raytrace traveltime inversion, 112, 112, 113
real-time microseismic monitoring, 210, 223, 224
receiver arrays, directivity of, 116
reefs and reef-like structures, 190-191, 190192
reflection coefficients, 233
reflection-point scatter, AVO analysis and, 117
reflectivity, 117
relative amplitude, AVO analysis and, 117
reservoir monitoring, 210
microseismic surveys, 212, 212
VSPs for, 27, 28t
Yibal field microseismic monitoring, 227
reservoirs
evaluation, 7, 27, 28t
monitoring of, 27, 28t, 210, 212, 212
reservoir development enhanc d by microseismic
surveys, 220, 220t, 221, 222 222,223
structure by sonic imag ng, 192 193, 193
tight gas reservoirs 220
VSPs for defining 27, 28t, 133
resolution, 7
reverse-time migration See RTM
reverse VSPs, 20-21, 20, 28t
Riacho e Barra field (Brazil), marine VSP, 162, 164,
164 165,166
rise less drilling in deepwater, 204
rose plots of anisotropy, 129, 131
RTM (reverse-time migration), 144
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S

S waves (shear waves; secondary waves), 9, 11, 148
safety, 4, 49, 50
SAFOD. See San Andreas Fault Observatory at Depth
salt body, 239-247
salt deposition, Gulf of Mexico, 168, 168
salt diapirs, 168
salt-proximity surveys, 19, 168—173
geologic setting, 168-169, 168, 169
geometry for, 19
geophysics, 169-171, 169—171
near-salt survey design, 171-173, 172-174
planning, 172, 172
traveltime tomography for, 19, 170
salt reflections, 173, 174
salt traps, 169, 169
same well monitoring, 212
San Andreas Fault Observatory at Depth (SAFOD), 196
Schlumberger safet technology and procedures,
4,49, 50
secondary waves See S aves
seismic de onvolution operator, 93
seismic imaging, 5
See also borehole seismic surveys; borehole seismic
technology; seismic-while-drilling methods
seismic sensors, VSI tool, 55, 55
se sm ¢ source controller, 4, 36-37, 37
seismic sources, 31-50
airguns, 31-36, 31-36
directional bias of, 116
quality control, 58, 59
vibrators, 38, 40—49, 58
seismic surveys, about, 1,
seismic traveltime difference, 7476, 75, 75t, 76, 77
seismic-while-drilling methods, 6, 7, 21-23, 194-204
borehole seismic acquisition, 64—66, 64, 65
drillbit seismic surveys, 21-22, 21, 22, 66, 67,
195-197, 195-197
riserless drilling in deepwater, 204
seismicVISION seismic-while-drilling service, 21,
22-23, 23, 6466, 64, 65, 198-199, 195-204,
201-204
seismicity
by failure along preexisting or new fracture planes,
207
microseismicity, 207-227
by thermal change, 207
by volume change, 207
seismicVISION* seismic-while-drilling service, 21,
22-23, 23, 6466, 64, 65, 198-199, 195-204, 201-204
semblance, 103, 104
Sercel G. GUN airgun, 31, 31, 34
SH waves (horizontal shear waves), 9, 9
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shaker responses, 60, 60
SHARP* Slip-sweep Harmonic Removal Procedure,
4b, 46
shear-wave actuator, 49, 49
shear-wave birefringence, 127, 129
shear-wave images, 5, 7, 149-152, 149-153
shear-wave splitting, 127, 127, 129, 129
shear-wave vibrator, 129
shear-wave VSPs, 129, 129, 131
shear waves. See S waves
sigma parameter, 109
single-well VSPs, 28t
slim hostile-environment tools, b5, 56, 178
SlimXtreme* slimhole, 178, 179
slip sweeps, 45, 46
slowness data, 122
slowness-polarization method, 123, 123, 124
Snell’s law, 233
sonic drift, 76, 76, 77
sonic logs, 130, 131
correction, 74-76, 7bt, 76, 77, 79
Sonic Scanner* acoustic scanning platform, 192, 213,
225
sonic traveltime difference, 74-76, 75, 75t, 76, 77
source controllers, 4, 36-37, 37
source-receiver offset distance, 138
spherical divergence, zero-offset VSPs, 83-84, 83
spherical spreading, 83
spiderweb geometry, 17
spiral 3D VSPs, 113
stand-alone imaging, b
StimMAP* hydraulic fracture stimulation, 219
stress shadowing, 225
surface ghost, 32, 33
surface seismic deconvolution operator, 93
surface seismic surveys, 1
borehole seismic data, advant ges an disadvantages
of, 6, 7-8,8
simultaneous surface and bor hole seismic
acquisition, 68-70, 69
survey design, 231-249
microseismic surv ys, 214-215
tomographic velocit  inversion survey, 242, 243
See also planning
SVwav s (vertical shear waves), 9, 9
sweep s gnals, 4048, 40—42
sweeps
¢ mparison of techniques, 46
high productivity sweeping techniques, 44, 45
linear and nonlinear, 42, 43, 43
SWINGS* seismic navigation and positioning system,
4, 38,38, 39, 70, 185
synthetic seismograms, 78, 183, 234
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T

tapered upsweep, 42
Texas
Barnett Shale Formation, 210, 223, 224, 224, 226
Cotton Valley reef, 190, 191, 192
thermal change, seismicity by, 207
Thermal Decay Time logs, 175, 175
Thomsen parameters, 109, 125
three-axis geophones, 170
3C geophones, 19
three-component (3C) data, 118, 149, 179
three-dimensional modeling, 239, 239
three-dimensional VSPs, b, 17, 18, 28t, 49 154, 159-167,
231
acquisition, 159-160, 159, 160
case studies, 161-162, 161—167, 164—165, 167
planning, 160, 160
spiral 3D VSPs, 113
three-gun cluster, 3,34 35 37
3D ray-trace m deling 232, 233, 233, 239, 243-248
Through-Drill Se smic borehole seismic through
drillpip 10, 185
Thunder Horse fie d (Gulf of Mexico), marine VSP, 165,
166, 167
tight gas reservoirs, 220
time-lap e seismic surveys, 27, 176-178, 175-178, 231
time- o depth conversion, 7, 21
tomographic velocity inversion survey design, 242, 243
trace-by-trace deconvolution, 96, 96
training, 4
traveltime, 8
differences in rotated data components, 131
migration techniques, 145-146, 145
raytrace traveltime inversion, 112, 112, 113
salt-proximity surveys, 19, 170
sonic and seismic traveltime difference, 74—76, 75,
5%, 76,77
walkaway VSPs, 112
traveltime inversion, salt proximity surveys, 170
treatment well monitoring, 212
TRIACQ* acquisition recording system module, 68, 69
TRILINK module, 68, 69
TRILOGY* onboard data management system, 4, 68, 69
TRINAV* integrated navigation/positioning system
module, 68, 69
TRISOR* acoustic source controller, 4, 36-37, 37, 58, 70
truck-mounted vibrators, 38, 39, 154
tube waves, 10-11, 12
turning wave migration, 169
two-dimensional modeling, 236, 237, 238
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U

upgoing body waves, 7

upgoing multiples, 91, 94

upgoing signals, 10, 11

upgoing wavefields, 79-80, 80, 8687, 87, 88

vV

velocity models
anisotropic and isotropic, 113, 114, 115
microseismic surveys, 213-214, 213
vertical-incidence checkshot VSPs, 14, 14
vertical phase slowness, 120
vertical seismic profiles. See VSPs
vertical shear waves. See SV waves
vertical transverse isotropy (VTI) (polar anisotropy),
107-124, 107
Vib Pro™ encoder, 49, 49
vibrator trucks, 38, 39, 154
vibrators, 38, 40—49
description, 47, 48, 49
hydraulic actuator, 48
source interaction, 42
sweep signals, 40—48, 40—42
sweep types, 42—43, 42
vibroseis, 38, 40
controllers, 49, 49
quality control, 59
Violet Grove pilot project (Canada), time-lapse seism ¢
surveys, 175, 177, 178
volume change, seismicity by, 207
VSI* Versatile Seismic Imager, 3, 70, 185, 186, 87, 18
data display, output, and delivery, 61 62
diagnostic checks, 5960, 59t, 60
elements of VSI tool, 50-51, 57
equipment design and layout, 50-53, 0-53, b5, 55,
141
quality control, 59—60 - 9t, 60
seismic sensors, b, 55
with sensor module, 52, 52
in situ shaker tes , 53
specifications, 53,5 t
VSP CDP mapping 14 , 144, 146, 149
VSP in ersion, 183-184
VSPs (vertical eismic profiles), 4, 5
ad antages of, 133
amplitude-corrected VSP, 85, 85
dynamite used for, 49, 154
in extreme conditions, 178-179, 179, 180
inversion, 45, 147, 183-184
See also individual types of surveys
VTL. See vertical transverse isotropy (VIT)
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W

walkabove VSPs, 14, 14, 28t, 133, 134, 135, 135, 136, 1563
walkaround VSPs, 17, 17, 28t
converted-wave VSPs, 127, 127, 130
walkaway VSPs, b, 1617, 16, 28t, 49, 153-157, 187, 188
anisotropy, 156
AVO response, 112, 113, 117-120, 118-120, 156, 158
case study, 156, 157-159
data acquisition, 155, 155t
data under Q-analysis, 103, 103
geometries, 154, 154
multiazimuth walkaways, 125, 126, 12
nonhyperbolic moveout, 110
phase slowness method, 121, 122
planning, 155
polar anisotropy and, 108 708 109, 09, 110
presurvey considerations 155
reefs and geosteering 189, 189, 190
traveltimes 112
wave-component rot tion, o fset VSPs, 139, 140, 141,
41
wave-equation migration (WEM), 144-145
wave-extrapolation migration, 144-145
wave types, 9-11, 9-12
wavefield separation
ffset VSPs, 142, 142
zero offset VSPs, 84-88, 8488
waveshaping deconvolution, 90, 90, 95, 96, 97
well-tie technique, 2
WEM migration. See wave-equation migration
West Africa, deepwater field walkaway VSP, 156,
157-159
WesternGeco, 4, 45, 50, 69, 167
while-drilling borehole methods. See seismic-while-
drilling methods
wireline-logging industry, 2
wireline seismic tools, 50
slim hostile-environment tools, b5, 56
VSI Versatile Seismic Imager, 3, 5053, 50-53, b5, 53,
61, 62,70
wireline solutions, 185-193
VSP through drillpipe, 185, 185

Y

Yibal field (Oman), microseismic reservoir monitoring,
227
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V4

zero-offset VSPs, 12, 13, 28t, 73-105
acoustic impedance and geophone sensitivity, 82, 82
amplitude recovery, 82
checkshot surveys compared with, 75, 75
converting surface seismic data to zero phase,
100, 100
corridor stack, 91, 91, 92, 97, 98
data, 80, 81, 151-1562, 152
data processing, 78-97
look-ahead zero-offset VSP, 187
matching VSP to surface seismic data, 97-98, 97, 98, 99
measuring ¢, 101-103, 102, 103
modeling, 239, 239-241
phase matching, 97-98, 98, 99, 100, 100
Q-factor, 100-105
) recovery, 83
sonic log correction and formation velocity, 74-76, 75t,
76,77, 79
spherical divergence, 83—84, 83
synthetic seismograms, 78
time-depth curve and velocity profile, 73-74, 74
VSP processing, 78-97
wavefield separation, 8488, 8488
waveshaping deconvolution, 90, 90, 95, 96, 97
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