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a  b  s  t  r  a  c  t

A  system  perturbated  by  CO2 injection  reacts  by dissolving  primary  minerals  and  form  new  secondary
phases.  The  importance  of  such  mineral  reactions  for safe  long-term  storage  is  highly  system  dependent,
with  some  reservoirs  rich  in  reactive  phases  that  contain  divalent  metal  cations,  which  promote  mineral
carbonte  growth,  and  other  reservoirs  being  almost  pure  quartz  (SiO2)  sands.  Because  of  the  complexity
in the  reaction  paths  of natural  systems,  numerical  simulations  have  proved  to  be valuable  to  predict  the
reactivity  on  time  scales  from  laboratory  experiments  to tens  or hundreds  of  thousands  of  years.  Such
numerical  simulations  require  quality  thermodynamic  and  kinetic  data,  as well  as  proper  mathematical
expressions.

We here  provide  a guide  to  model  kinetically  constrained  CO2–water–rock  interactions  aimed  for
both  experienced  geochemists  and  researchers  with  more  limited  background  in  modelling  geochemical
reactions.  Because  rates  of  mineral  reactions  are  coupled  through  common  aqueous  species,  and  rates  vary
by  more  than  ten  orders  of  magnitude,  the  system  of  ordinary  differential  equations  (ODE’s)  is  commonly
stiff.  This  leads  to challenges  in  solving  such  equations  and  limits  the  possible  system  size  and  spatial  and
geometrical  complexity  that  can  be solved.  We  have  here  focused  on  how  different  simplifications  can  be
made to  reduce  the  CPU  time  required  to  solve  mineral  reactions  and  to  allow  reaction  path  modelling
even  for  the  largest  scales.  For  a 10,000  years  batch  reaction  simulation,  we  showed  how  the  CPU  run
time decreased  from  hours  when  all  minerals  were  defined  by  ODE’s  (fully  kinetic),  to  a  few  seconds  if

secondary  phases  were  allowed  to  grow  according  to  the  local  equilibrium  assumption  (semi-kinetic).
We  then  showed  how  the  system  can  be  further  simplified  by  allowing  far-from-equilibrium  dissolving
minerals  to  be expressed  by first-order  decay  analytical  expressions.  We  finally  suggest  a  step-wise
procedure  where  significant  mineral  reactions  were  first  identified  by  running  batch  simulations,  and
the system  were  then  simplified  according  to  the  system  size,  geometric  complexity,  and  the  time  of
interest.
. Background

Information on the thermodynamic state and the reactivity
f reservoir systems are obtained through field studies, through
ell- and core data, laboratory experiments, thermodynamic equi-

ibrium calculations, and more complex numerical simulations
ntegrating kinetic equations for complex mineral assemblages. The
nowledge obtained is used to predict features such as the reser-
oir quality of petroleum systems, the integrity of radioactive waste
eposits, the long-term potential for geological storage of CO2, and
o on.

A simple and powerful way to predict the direction and extent

f mineral reactions is to use the principles of equilibrium ther-
odynamics, where the system reacts spontaneous towards a

ower total free energy. Such calculations only requires knowledge
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on the thermodynamic stability of minerals, organic compounds,
aqueous solutes, gases and water, which are available in com-
prehensive thermodynamic databases such as those derived and
compiled by Holland and Powell (1998),  and Helgeson and co-
workers (Johnson et al., 1992; Shock and Helgeson, 1990). The
calculations are simple and do not require heavy computations.
However, although simple thermodynamic considerations have
proved to be useful in understanding natural systems (e.g., Aagaard
et al., 1990), the common assumption of equilibrium between all
components and phases in such systems may lead to misinter-
pretations. For example, mineral meta-stability and the lack of
formation of phases such as quartz and dolomite at low temper-
atures cannot be explained within the framework of equilibrium
thermodynamics alone. Related to this is the lack of a time dimen-
sion in equilibrium thermodynamics. Therefore, with the rapid

increase in accessible computer power during the last decades, and
with the development of a transition state theory (TST) for min-
eral reactions that combined equilibrium thermodynamics with
rates of mineral reactions (Lasaga, 1981; Aagaard and Helgeson,
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Fig. 1. Mineral reaction rates as a function of Gibbs free energy estimated by Eq.
 H. Hellevang et al. / International Journ

982), the rule today is to run kinetic simulations. Moreover,
ecause there has been a believe that TST equations can model
ineral rates at any saturation state if the far-from-equilibrium

issolution rate is known, most kinetic modelling has relied on
issolution rate data only (e.g., Xu et al., 2005; Gaus et al.,
005a; Marini, 2006). The accuracy of such numerical simulations
epends partly on the rate data. Laboratory experiments have
upported us with rate data for a large number of minerals at var-
ous temperatures, solute concentrations and at various distances
rom equilibrium. Most of these experiments have been done at
ar-from-equilibrium undersaturation, and TST has been used to
redict growth rates from these data. There has however recently
een expressed doubt on the validity of using the TST in this way
o predict growth rates (e.g., Hellevang and Aagaard, 2010; Pham
t al., 2011). For example, comparisons between experimental
etermined dolomite and magnesite growth rates and TST esti-
ated rates, show orders of magnitude differences, and contrary

o what is observed in nature, the TST approach predicts growth of
hese phases down to low temperatures (e.g., Pham et al., 2011).
ther challenges in using laboratory data to predict the reactivity
f natural systems for long time spans is the apparent difference in
eactivity of laboratory and natural systems (White and Brantley,
003), and the difficulty to define the reactive surface areas for
atural systems (e.g., Lüttge, 2005).

Although recent reports have shown that the use of TST, espe-
ially on short time scales, may  overestimates carbonate growth
y orders of magnitude (Hellevang and Aagaard, 2010; Pham et al.,
011), it is still the preferred choice for engineering calculations
ue to its simplicity and due to its implementation in codes like
OUGHREACT (e.g., Xu et al., 2011). We  aim to provide a scheme
or simplifying the kinetic differential equations into analytical
xpressions to allow kinetics to be included for basin scale reac-
ive transport simulations, after first obtaining best possible data
n the system using the equations and rate parameters suggested
n Pham et al. (2011).  Although advective transport, diffusion and
eactions are tightly connected, we here focus only on the sink or
ource terms in the advection–diffusion–reaction equations. We
ive an overview of where compilations of thermodynamic and
inetic data can be found, and present some of the key limita-
ions in using the data for modelling CO2 storage. To illustrate, we
erform batch simulations and equilibrium thermodynamic calcu-

ations using the low-temperature Sleipner CO2 injection into the
tsira Sand as a benchmark case. For readers interested in the cou-
led flow–reaction processes, a comprehensive review on the role
nd impact of CO2–fluid–rock interactions in sedimentary environ-
ents have been given by Gaus (2010).  Moreover, all numerical

alculations in this work are done using PHREEQC, and no inter-
omparison of codes was done. For such a comparison we  refer to
undogan et al. (2011) who compared various codes (PHREEQC,
OUGHREACT, GEM) on CO2–water–rock interactions.

. On assembling data for the thermodynamic and kinetic
alculations

Accurate predictions of long-term water–rock interactions
equire consistent thermodynamic and kinetic data. Thermody-
amic data are available for a large number of minerals, gases
nd aqueous species in compilations such as generated for the
UPCRT92 (Johnson et al., 1992) or THERMOCALC (Holland and
owell, 1998) programs, and for geochemical simulation tools
uch as the PHREEQC v2 program (Parkhurst and Appelo, 1999).

or example, the commonly used ‘llnl.dat’ file provided with the
HREEQC program contains stability data and required specia-
ion data for more than 1100 phases (minerals, gases, solvents).

 common challenge is that mineral phases of interest lack in
(1),  at constant pH and assuming that rates are independent of solute activities.
At  far-from-equilibrium undersaturation, a plateau value is reached were rates are
independent of the thermodynamic driving force.

the database (Gaus et al., 2008). Many of the missing minerals
are so called solid-solutions, and have compositions and ther-
modynamic properties that reflect a mixture of two or more
end-members. Most clay minerals (e.g., chlorites) and some car-
bonate that are likely to form during CO2 storage (e.g., ankerite
(CaFe0.6Mg0.4(CO3)2), are examples of such solid-solutions. There
are several approaches to estimate the thermodynamic values
for solid-solution minerals (e.g., Aagaard and Helgeson, 1983;
Powell and Holland, 1999). If minerals lack in the database, the
solution is commonly either to use proxy minerals, or to incor-
porate or estimate thermodynamic data from other sources (e.g.,
Pham et al., 2011; Xu et al., 2005). In the latter case one have
to make sure that the integrity of the database is maintained.
In simulations dealing with mineral reaction rates, the equilib-
rium constants for minerals, and the consistency of these, provide
the direction of reaction and influence the rate which is a func-
tion of degree of under- or oversaturation (e.g., Lasaga, 1981;
Aagaard and Helgeson, 1982). For minerals that are far-from-
equilibrium undersaturated with respect to an aqueous solution,
i.e., the aqueous activity product is less than the equilibrium
constant, Lasaga (1981) and Aagaard and Helgeson (1982) sug-
gested that dissolution rates become independent of the distance
from equilibrium, whereas rates approach a linear dependence
on the distance from equilibrium at close-to-equilibrium condi-
tions (Fig. 1). The requirement of accurate thermodynamic data
are therefore much higher for those minerals that are close to
equilibrium than those that always stay far-from-equilibrium
undersaturated. Examples of the latter are various clay minerals
such as smectites and chlorites reacted at elevated CO2 pressures
(Pham et al., 2011), or forsterite (Mg2SiO4) that are known to
always stay far-from-equilibrium undersaturated during surface
weathering.

As for thermodynamic data, dissolution rate data are available
in various compilations. The most complete today is the one pre-
pared by Palandri and Kharaka (2004) that consist of rate data

for more that 70 minerals, including silicates, carbonates, oxides,
etc. Data on mineral growth and nucleation rates are fewer, but
data do exist for some silicates and hydroxides, and for carbonates
such as calcite (Teng et al., 2000), magnesite (Saldi et al., 2009)
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nd dolomite (Arvidson and Mackenzie, 1999). The data available
re mostly obtained from single-mineral far-from-equilibrium dis-
olution rate experiments done at various pH and with various
oncentrations of inhibiting or catalyzing solutes. These experi-
ents are fairly simple and easier to do than for example growth

ate experiments. As there has been a wide acceptance that the-
ries such as TST are capable of predicting close-to-equilibrium
issolution and growth rates from the far-from-equilibrium dis-
olution rate data, less effort has been focused on mineral growth.
ecently, comparisons of laboratory growth rates with rates pre-
icted from dissolution rate data using the TST, suggest that other
heories can better explain growth, and that more work is needed
n mineral nucleation and growth to better predict the long-term
otential for carbonate formation during CO2 storage (Gaus et al.,
008; Hellevang and Aagaard, 2010).

. What mineral reactions are important to consider?

When modelling CO2–water–mineral interactions, the choice
f primary and secondary minerals included in the simulations is

 balance between the requirement of a complete representation
f primary and possible secondary mineral phases, and the need
o reduce the complexity to allow the numerical simulations to
ucceed. For closed-system zero-dimensional batch simulations of
mall-scale laboratory systems or reservoir volumes, a complete set
f primary and secondary minerals with reaction rate equations for
issolution and growth can normally be solved with codes such as
HREEQC, even though the system defines highly stiff sets of ODE’s.
t the other end of the scale are 3D reactive-flow basin- or reservoir
cale simulations, with little room for solving the kinetic equations.

 number of problems end up between the two. In addition to the
onstraints imposed by spatial complexity, the choice of mineral
eactions also depends on the temporal scale of interest. For long
ime scales, fast reacting minerals such as calcite (CaCO3) can be
egarded as reacting instantaneous and be regarded as equilibrium
hases, whereas slow reacting phases such as quartz and some sil-

cates can be neglected for short simulations. A guide to identify
hat geochemical reactions may  be considered for various spatial

cales and complexities, for various temporal scales, and for low
nd high temperatures, are summarized in Table 1. Note that for any

eactive transport simulation, the aim should always be to provide

 sufficient description of the CO2–mineral–solution interactions to
rovide scientific sound results. At low degree of spatial complex-

ty (e.g., 0D Batch to 2D radial), it is possible to solve computational

able 1
hoice of minerals to include and solution methods (NR, Newton–Raphson algorithm use
ineral reaction rates; analytical, first-order decay equation used for dissolving phases at

ystem size, and geometrical complexity.

Spatial scale Temporal scale Temperature Chemistry

3D Reservoir/Basin
(complex geometry)

Short (<20 years)
Low (<60–80 ◦C)

Calcite dis
NaCl scale

High (>60–80 ◦C)

Long (100s years)
Low (<60–80 ◦C)
High (>60–80 ◦C)

2D  (Complex
geometry)

Short (<20 years)
Low (<60–80 ◦C) Calcite dis

scale
High (>60–80 ◦C) Few miner

Long  (100s years)
Low (<60–80 ◦C) All minera

quartz) Al
High (>60–80 ◦C) All minera

0D  Batch
2D radial

Short (<20 years)
Low (<60–80 ◦C) Calcite dis

scale
High (>60–80 ◦C) All minera

Long (100s years)
Low (<60–80 ◦C) All minera

quartz) Al
High  (>60–80 ◦C) All minera
reenhouse Gas Control 15 (2013) 3–15 5

costly stiff ODE systems together with the aqueous equilibrium spe-
ciation solved by Newton–Raphson (NR) iterations. At short time
spans (e.g., <20 years) and low temperatures (<60–80 ◦C), it is how-
ever not necessary to consider slow reactions for most systems, and
it is sufficient to take account for the calcium carbonate system, pos-
sible NaCl scaling, and if possible the dissolution of minerals such as
glauconite, smectite and chlorite that may  contribute significantly
to carbonate storage (e.g., Pham et al., 2011). At longer time-scales,
the number of minerals that may  affect the reservoir properties
and CO2 storage increases. Climbing up one step in complexity (e.g.,
2D simulations with complex geometry), results in less computer
power available for solving the geochemical reactions. We  there-
fore suggest the use of a semi-kinetic approach in this case. The
semi-kinetic approach corresponds to a local equilibrium assump-
tion (Helgeson, 1968), i.e., a few rate-controlling dissolving phases
are solved according to reaction rate equations, whereas secondary
phases are allowed to grow at equilibrium and hence be solved by
NR iterations. The few rate equations solved in this case give an
easy to solve non-stiff system of ODE’s. Finally, for 3D reservoir or
basin scale simulations with complex geometries, further simpli-
fications may  be required, and the aim should be to identify the
major reactions and, if possible, simplify the rate formulations into
analytical expression.

4. On solving mineral reaction rates

The most common way of modelling mineral dissolution and
precipitation rates is using rate equations derived from transition
state theory (TST) (Aagaard and Helgeson, 1982):

r+,− = k+S
∏

i

a�+
i

(
1 − exp

(
�GR

�RT

))
, (1)

where, r is reaction rate (mol/s), k+ is the forward (dissolution) reac-
tion rate coefficient (mol/m2 s), S is the reactive surface area (m2),
a is the activity of aqueous solute species i affecting the rates, v
is the reaction order, �GR is the Gibbs free energy of the reac-
tion, R is the gas constant, T is the absolute temperature, and �
is the Temkin’s coefficient denoting the rate of the destruction
of the activated complex compared to the overall reaction rate
(values typically 1, 2, or 3; Schott et al., 2009). The k+ most com-

monly used are those derived from laboratory experiments done
at far-from-equilibrium undersaturated conditions and compiled
in (Palandri and Kharaka, 2004). As sketched in Fig. 1, rates cal-
culated with Eq. (1) approach a plateau value as exp (�GR/RT)

d for equilibrium calculations; ODE, ordinary differential equations used to define
 far-from-equilibrium undersaturation) based on the time of interest, temperature,

 Solution method

solution, pH changes, NR + analytical

solution, pH changes, NaCl NR + analytical

als + all aq. species NR + semi-kinetic
ls (− dolomite, magnesite,
l aq. species NR + semi-kinetic

ls + all aq. species

solution, pH changes, NaCl NR + analytical

ls + all aq. species NR + ODE solver (stiff) (fully kinetic approach)
ls (− dolomite, magnesite,
l aq. species

NR + ODE solver (stiff) (fully kinetic approach)

ls + all aq. species
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pproaches zero. For growth, Eq. (1) calculates rapid rates down
o low supersaturation (Fig. 1). The activity product term of has
ommonly been used to define the pH (− log(aH+ )) dependence
f dissolution rates, and the rate data compilation (Palandri and
haraka, 2004) therefore provides the pH dependencies for a large
umber of minerals. The activity term can also be used to incor-
orating inhibiting or catalytic effects of other aqueous solutes,
nd this has been used to explain effect of ions such as mag-
esium (Saldi et al., 2007) and aluminium (Lowson et al., 2005;
elkers and Gislason, 2001; Oelkers et al., 1994) on dissolution

ates. Although the use of Eq. (1) to predict rates as a function of dis-
ance from equilibrium is supported by a range of dissolution rate
tudies (e.g., Gautier et al., 1994; Pokrovsky and Schott, 2004; Saldi
t al., 2010), there are some major challenges in using equations
uch as Eq. (1).

First, as rate coefficients are normalized to experimental sur-
ace areas, proper reactive surfaces have to be defined for the

odelled natural reactions. For dissolution, the common choice
s to use surface areas measured by the Brunauer–Emmet–Teller
BET) (Brunauer et al., 1938) method (e.g., Pham et al., 2011), or
o use geometric models with surface areas adjusted to include
actors such as surface roughness, mineral shape, or secondary

ineral coatings (e.g., Gaus et al., 2005a; Knauss et al., 2005; Xu
t al., 2005). This is a common challenge when solving any macro-
copic rate equation describing mineral dissolution, and there is
o single general solution. Some of the factors that are believed
o influence the reactivity of mineral surfaces are surface ageing
nd reaction history (Arvidson and Luttge, 2010; Lüttge, 2006),
nd the formation of secondary coatings (e.g., Béarat et al., 2006).
hese factors, together with variations in grain size distributions,
ake predictions very challenging. For the formation of secondary

hases, here defined as minerals with zero initial mass, estimates
f reactive surface areas are even more challenging. The common
pproach is to use a reactive surface area for growth that is a frac-
ion of the total sediment surface area (e.g., Gaus et al., 2005a).
his is highly unphysical as growth of a mineral phase is only
elated to the reactive surface of the phase itself, and not depen-
ent on the substrate. The role of the substrate is to provide surface

or heterogeneous nucleation of the secondary minerals. As min-
ral nucleation cannot be modelled with Eq. (1),  the solution is
o add a proper nucleation rate term (Steefel and Van Cappellen,
990).

ig. 2. Comparisons of actual growth rate data with extrapolations using Eq. (1) for (a) ma
okrovsky et al. (2009), whereas growth rate data for magnesite and dolomite are from Sa
uggest  that the transition-state-theory extrapolations overestimate the growth rates at 
reenhouse Gas Control 15 (2013) 3–15

A second challenge is found in the activity term of Eq. (1).  As
mineral dissolution commonly is seen mechanistically as exchange
reaction between aqueous protons and surface metal cations
(Gautier et al., 1994; Oelkers and Gislason, 2001; Oelkers et al.,
1994), the ion activities occur as ratios of the proton activity over
the cation MN+:

r+/− = k′
(

aN
H+

aMN+

)n

, (2)

where k′ is a rate constant (mol/s) and n is an empirical
derived parameter. It is clear that great care has to be taken
in using rate equations of this form. For example will a sim-
ulation of a rock initially interacting with freshwater or where
the cation MN+ has been defined to have zero initial con-
centration, cause infinite dissolution rates at the initial time
step.

A third challenge comes from the assumption that one single
mechanism is responsible for the rates at any distance from equilib-
rium, and that far-from-equilibrium dissolution rate mechanisms
therefore may  be used to predict growth rates. This prediction
is counterintuitive, and recent advances in the understanding
of mineral reaction rates and comparisons of growth rates with
rates predicted from dissolution rate data using the TST, sug-
gest that other theories can better explain dissolution and growth
(Arvidson and Luttge, 2010; Dove et al., 2005; Luttge, 2005; Teng
et al., 2000). We  illustrate the discrepancy between TST-predicted
and measured growth rates by using magnesite and dolomite
rates as examples (Fig. 2). Data for magnesite growth at 100 ◦C
as a function of oversaturation is reported from hydrothermal
atomic force microscopy (HAFM) studies and mixed-flow labo-
ratory experiments in (Saldi et al., 2009) (Fig. 2a). These data
suggest that the growth of magnesite is controlled by spiral growth
and that the growth can be approximated by a function that
is second-order with respect to affinity and with a growth rate
coefficient of 6.5 × 10−12 mol/m2 s (Fig. 2a). Magnesite dissolu-
tion rate data at 100 ◦C is reported in (Pokrovsky et al., 2009)
and suggests a far-from-equilibrium dissolution rate coefficient

of 3.16 × 10−8 mol/m2 s. Using the TST equation with constant
solute activities to extrapolate this to growth rates, leads to
orders of magnitude faster rates than given by the growth rate
experiments (Fig. 2a). A similar result is obtained for dolomite

gnesite; and (b) dolomite. Dissolution rate data used for the extrapolation are from
ldi et al. (2009) and Arvidson and Mackenzie (1999) respectively. The comparisons

low supersaturations by ∼4 orders of magnitude.
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ith rate coefficients for dissolution and growth that diverge
y approximately four orders of magnitude at 150 ◦C (Fig. 2b).
oreover, as the activation energies reported for magnesite and

olomite growth (Arvidson and Mackenzie, 1999; Saldi et al.,
009) are significantly higher than those reported for dissolu-
ion (Pokrovsky et al., 2009), the difference between growth data
nd TST predictions diverge further at lower temperatures. Gener-
lly, laboratory methods such as AFM, that can directly monitor
issolving and growing surfaces, suggest that the mechanisms
esponsible for dissolution and growth are different, and that
rowth rates should therefore be modelled by non-linear growth
odels, such as given by Burton–Cabrera–Frank (BCF) (Burton et al.,

951), rather than the by the linear TST that may  work well for
issolution.

Limitations of Eq. (1),  such as overpredictions of growth rates by
rders of magnitude, and the lack of proper reactive surface areas
f secondary phases initially with zero mass, may  have resulted in
oor estimates of the nature and magnitude of mineral reactions
ollowing CO2 storage (Hellevang and Aagaard, 2010; Pham et al.,
011). To overcome some of the limitations of Eq. (1),  we suggest
o define separate equations for dissolution and growth rates, and
o include a nucleation rate term to generate mass and surfaces
or mineral growth. The equations should be as simple and gen-
ral as possible to allow them to be included in numerical tools,
ut the equations should still provide reliable data. Steefel and Van
appellen (1990) suggested a model consisting of a second-order
rowth model coupled with a nucleation rate term. In their model,
he reactive surface areas of growth were properly estimated by
aking account of the particle size distributions. This model is gen-
ral and overcomes most of the limitations of Eq. (1),  but is too
omplex with too many parameters to easily fit into numerical
ools such as TOUGHREACT (Xu et al., 2011). A simplified model
as therefore suggested by Hellevang and Aagaard (2010) and later
sed to model the long-term potential for carbon storage in the
leipner CO2 injection (Pham et al., 2011). For dissolution rates, Eq.
1) is used, whereas growth is modeled by a second-order term and
ucleation rates are estimated according to a term simplified from
lassical nucleation rate theory:

dn

dt
= k−S{  ̋ − 1}2 + kN exp

{
−�ij

(
1

(T)3/2 ln ˝

)2
}

, (3)

here k− is the growth rate coefficient (mol/m2 s), S is the reac-
ive surface area,  ̋ = exp (�GR/RT) is the saturation state, kN is
he nucleation rate coefficient (mol/s), and � ij is a constant where
ucleation rate parameter such as surface tension, molar volume,
nd the geometric surface shape factor have been lumped together
Pham et al., 2011). By running a sensitivity test on the nucleation
ate parameters, Pham et al. (2011) showed that the model was
ighly sensitive to changes in � , with reasonable values for carbo-
ates such as magnesite, dolomite and siderite in the range 1010 to

 × 1010 (using kN = 1 mol/s). The subscript ij used for � denotes pair
oefficients between nucleating phases and substrate, and illus-
rates the dependence of nucleation rates on interfacial tensions.
hese values are uncertain, and we recommend running sensitiv-
ty tests on � . The reactive surface area for dissolution and growth
er volume aqueous solution is a function of the particle size dis-
ribution and the fraction of the total surface area that is reactive. If

 particle size distribution is not available, the reactive surface area
an be approximated by:

 = �nMˇ, (4)
here n is mole, M is the molar weight,  ̌ is the specific surface area,
nd � is the reactive fraction of the total surface area of the mineral.
ommonly, � is assumed to be one, and the specific surface area is
pproximated by a BET value, or a geometric value (e.g., assuming
reenhouse Gas Control 15 (2013) 3–15 7

perfectly spherical particles, cubes, plates, etc.) multiplied with a
surface roughness factor.

5. Examples of geochemical modelling of CO2–water–rock
interactions

To illustrate how information on geochemical reactions can
be obtained for various temporal and spatial scales and com-
plexities, we performed equilibrium calculations, semi-kinetic
and fully kinetic numerical simulations using the PHREEQC v2
(Parkhurst and Appelo, 1999) numerical code. The simulations are
closed-system batch simulations and cannot be used to explore
reaction–diffusion–flow relations, but are instead used to estimate
CPU times for each type of simulation, and to propose a guide of
simulation strategy for the more complex systems.

For the thermodynamic calculations, the standard state adopted
in this study was  that of unit activity for pure minerals and H2O
at any temperature and pressure. For aqueous species other than
H2O, the standard state was unit activity of the species in a hypo-
thetical 1 molal solution referenced to infinite dilution at any
temperature and pressure. For gases, the standard state was  for
unit fugacity of a hypothetical ideal gas at 1 bar of pressure. The
thermodynamic and kinetic calculations were performed using the
geochemical code PHREEQC-2 (Parkhurst and Appelo, 1999) with
the llnl.dat database based on the thermo.com.V8.R6.230 dataset
prepared at the Lawrence Livermore National Laboratory. Because
glauconite (Ca0.02K0.85Fe1.03Mg1.01Fe0.05Al0.32Si3.735O10(OH)2) and
ankerite (CaFe0.6Mg0.4(CO3)2) is not included in the llnl.dat
database, we estimated the equilibrium constants for these two
phases as described in Pham et al. (2011).  As the ideal gas law is
used in PHREEQC-2, input partial pressures were corrected for by
a fugacity coefficient and a poynting correction term to make CO2
solubility calculations accurate. The fugacity coefficient of CO2 was
calculated by the Soave–Redlich–Kwong (SRK) equation of state
(Soave, 1972).

We used the temperature (37 ◦C), pressure (100 bar), initial for-
mation water chemistry and mineralogy reported for the Utsira
Reservoir at the Sleipner injection site (see Pham et al., 2011)
for the simulations. This reservoir provides a good example of a
low-temperature system, where the significance of slow growth
reactions such as magnesite and dolomite can be identified in the
fully kinetic approach and from this be considered for the semi-
kinetic simulations. The system also illustrates well the challenges
of modelling low-temperature growth of silica polymorphs, where
the less crystalline low-stability phases are known to form rather
than quartz. The initial mineralogy and secondary phases with
kinetic parameters used for Eqs. (1) and (3) are summarized in
Table 2, whereas Table 3 gives the mineral chemistry and amount
of divalent metal cations provided per mole mineral reacted. The
system was  simulated for 10,000 years of CO2–water–mineral
interactions.

5.1. Fully kinetic approach

In this section we  divided the simulations into two  different
runs to illustrate the sensitivity of quartz growth rates on sec-
ondary carbonate formation, and one series of batch simulations
with different CO2 pressures to see the effect on mineral saturation
states and reaction rates. The PHREEQC input for the 100 bar CO2
no-quartz-growth case is provided as an electronic Supplementary

data file.

The thermodynamic stability of dissolving primary source min-
erals such as feldspars and clay depend strongly on the silica
activity. For example, dissolution of albite (NaAlSi3O8) releases
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Table 2
Kinetic parameters for Eqs. (1) and (3).

Mineral k+ (mol/m2 s)a Ea,+ (kJ/mol) k− (mol/m2 s)a Ea,− (kJ/mol) � (Pham et al.) S (m2/g)

Quartz (Rimstidt and
Barnes, 1980)

4.5 × 10−14 72
.0

1.4 × 10−13 49
.8

4 × 1010 0.02

Chalcedony (Rimstidt
and Barnes, 1980)

5.2 × 10−14 62
.9

1.4 × 10−13 49
.8

2 × 1010 0.02

Albite  (Brantley, 2008) 1.1 × 10−12 65
.0

– – 2 × 1010 0.1

K-feldspar 2.3 × 10−13 (Brantley,
2008)

51
.7 (Palandri and Kharaka, 2004)

–c – 2 × 1010 0.11 (Gautier et al., 1994)

Glauconite 1.3 × 10−10 (Aagaard
et al., 2004)

85
.0 (Palandri and Kharaka, 2004)

– – 2 × 1010 0.018 (Tardy and Duplay, 1994)

Clinochlore-14A 7.1 × 10−13 (Brandt
et al., 2003)

88
.0 (Nagy, 1995)

– – 2 × 1010 1.6 (Brandt et al., 2003)

Smectite-high-Fe-Mg 1.8 × 10−14 (Golubev
et al., 2006)

71
.1 (Amram and Ganor, 2005)

– – 2 × 1010 48 (Golubev et al., 2006)

Kaolinite (Yang and
Steefel, 2008)

1.2 × 10−13 29
.3

5.8 × 10−15 – 2 × 1010

Muscovite (Oelkers
et al., 2008)

3.1 × 10−14 58
.2

– – 2 × 1010 0.68

Magnetite  (White et al.,
1994)

1.0 × 10−10 18
.6

– – 2 × 1010 0.10

Pyrite  (Palandri and
Kharaka, 2004)

9.6 × 10−11 56
.9

– – 2 × 1010 0.051

Calcite  Equilibrium – Equilibrium – – –

Ankeriteb – – – – 3 × 1010 –

Siderite  (Golubev et al.,
2009)

1.3 × 10−7 48
.0

–c – 2 × 1010 0.18

Magnesite 2.5 × 10−9 (Pokrovsky
et al., 2009)

34
.0

1.6 × 10−17 (Saldi et al.,
2009)

159
.0 (Saldi et al., 2009)

4 × 1010 0.13 (Pokrovsky et al., 2009)

Disordered dolomite 9.4 × 10−8 (Pokrovsky
et al., 2009)

21
.0

4.5 × 10−25 (Arvidson
and Mackenzie, 1996)

133
.5 (Arvidson and Mackenzie, 1999)

4 × 1010 0.016 (Pokrovsky et al., 2005)

Dawsonite (Hellevang
et al., 2010)

1.8 × 10−9 63
.8

–c – 2 × 1010 9.8

a k+ and k− are reaction rate coefficients at 25 ◦C at pH 5.
b No data available and rate therefore assumed intermediate between siderite and dolomite.
c No data available and growth rate coefficient therefore assumed equal to the TST dissolution rate coefficient.
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Table  3
Mineral names, chemical formulas and number of moles metal cations released for each mole of mineral dissolved.

Mineral name Chemical formula Sum divalent metal cations/mole mineral

Quartz SiO2 0
Chalcedony SiO2 0
Albitea NaAlSi3O8 0
K-feldspar KAlSi3O8 0
Glauconite Ca0.02K0.85Fe1.03Mg1.01Fe0.05Al0.32Si3.735O10(OH)2 2.11b

Clinochlore-14A Mg5Al2Si3O10(OH)8 5
Smectite-high-Fe-Mg Ca0.025Na0.1K0.2Fe0.5Fe0.2Mg1.15Al1.25Si3.5H2O12 1.875b

Kaolinite Al2Si2O5(OH)4 0
Muscovite KAl3Si3O10(OH)2 0
Magnetite Fe3O4 3b

Pyrite FeS2 1
Calcite CaCO3 1
Ankerite CaFe0.6Mg0.4(CO3)2 2
Siderite FeCO3 1
Magnesite MgCO3 1
Disordered dolomite MgCa(CO3)2 2
Dawsonite NaAl(OH) CO

3
b

q

a

�

w
t
i
a
f
S
c
T
q
i
C
o
w
f
c
U
r
o
g
B

r
i
t
r
w
t
s
r
r
b
a
t
o
n
p
s

2 3

a Albite supply Na and Al for potential dawsonite growth.
b Assuming all released iron is reduced to Fe2+.

 mol  of silica per mole mineral and the activity product is given
y:

alb = a3
SiO2,aq

aNa+ aAl3+

a4
H+

, (5)

nd the Gibbs free energy for the reaction is:

Gr = �G0
r + RTln qalb, (6)

here superscript 0 denotes standard-state. It is generally accepted
hat quartz rates at low temperatures (<60 ◦C) are very slow, and it
s common to find systems reaching high silica super saturation
t low-temperatures (Bjorlykke and Egeberg, 1993). It is there-
ore common to model silica growth in reservoirs such as Utsira
and by assuming a zero growth rate for quartz and allow chal-
edony or amorphous silica to grow instead (e.g., Pham et al., 2011).
his assumption is however not supported experimentally (see
uartz growth rates by Rimstidt and Barnes (1980) and challeng-

ng if extrapolated to very long time scales (e.g., Steefel and Van
appellen, 1990). Hellevang et al. (2011) showed that at high aque-
us silica activities, supersaturated with respect to quartz, albite
as stabilized and dawsonite (NaAl(OH)2CO3) was  prevented to

orm. Therefore, at slow quartz growth rates, the potential for
arbonate formation in divalent metal-cation poor reservoirs like
tsira was strongly reduced. Here, to illustrate the sensitivity of the

eactions on quartz growth rates we divided the simulations into
ne where no quartz were allowed to form, and one with a quartz
rowth rate based on the Rimstidt and Barnes model (Rimstidt and
arnes, 1980).

The temporal evolution of selected minerals and the cor-
esponding saturation states for the no-quartz run are shown
n Fig. 3. The simulation shows that minerals like smec-
ite (Ca0.025Na0.1K0.2Fe(II)0.5Fe(III)0.2Mg1.15Al1.25Si3.5H2O12), chlo-
ite (Mg5Al2Si3O10(OH)8), and glauconite dissolves completely
ithin approximately 100 years (Fig. 3a), releasing Mg,  Fe, and Ca

hat stabilize carbonates such as ankerite, siderite (FeCO3), magne-
ite (MgCO3) and dolomite (MgCa(CO3)2) (Fig. 3d). All other silica
eactions are slow and are not shown here. For a full review of these
eactions we refer to Pham et al. (2011).  As nucleation is required
efore the secondary phases grow (Eq. (3)), there is a lag period of
pproximately 5 years before ankerite starts growing (Fig. 3c). At
his point the saturation states of secondary carbonates drops and

nly ankerite grows at any significant amount. It is interesting to
ote that most of the Ca2+ supplied for ankerite growth was  sup-
lied from dissolving calcite (CaCO3). From Fig. 3b it is clear that the
aturation states of smectite, chlorite, and glauconite are far from
equilibrium undersaturated during the whole period. Therefore, for
these phases, Eq. (1) can be simplified to r = k+San

H+ , and further
simplified to r = k′+S, where k′+ is the rate constant at the given pH,
if the pH is nearly constant during the simulated time. The latter
has a simple analytical solution given by a first order decay equa-
tion, and the moles of the minerals at the end of a time step can
hence be calculated by:

n(t) = n0 exp(−Mˇk′
+t), (7)

where n0 is the moles of the mineral at the start of the time step,
M is molar mass of the mineral,  ̌ is the specific surface area, and
t is size of the time step. The half-time (time required to dissolve
half of the mass) of the mineral can now easily be calculated by a
rearranging Eq. (7).

The same simulation as for the above was done using quartz
growth rates extrapolated from Rimstidt and Barnes (1980).
Because quartz required a long induction time before significant
growth, there was no difference in the first 6000–7000 years.
After this time however, quartz started growing and the activity
of aqueous silica was reduced. As the silica activity dropped, albite
(NaAlSi3O8) was destabilized and dissolved faster, and dawsonite
started growing from the released Na and Al (Fig. 4). Fig. 4b shows
how the dawsonite growth rate is coupled to the growth rate of
quartz, even though they do not share any common elements. The
lowering of silica activity and destabilization of albite led in this
case to significant more dawsonite formed, and to a correspond-
ing increase of the total amount of carbon stored as secondary
carbonates (Fig. 5).

We  showed that for primary phases such as smectite, chlo-
rite, and glauconite that are always far-from-equilibrium, we  can
replace the ODE’s by simple first-order decay equations such as
Eq. (7).  As the saturation states are dependent on the CO2 pres-
sure, we performed a series of batch simulations with varying CO2
pressures. We used the same system as simulated above with no
quartz growth. Fig. 6 shows the saturation states for glauconite,
smectite, and chlorite over 10,000 years for CO2 pressures from
1 to 100 bar. For the three minerals we  see that the maximum
saturation is given for at 1 bar CO2 pressure, with glauconite and
smectite reaching SI (� = 10SI) values between 0 and −1. This is
however over a very short time, and the saturation states stay <−1

for the remaining of the simulations. As a value of SI = −1 gives 90%
of the full far-from-equilibrium dissolution rate, we  conclude that
the dissolution rates for these three phases can be simplified to a
first-order decay even down to low CO2 pressures.
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Fig. 3. Simulation where all mineral reactions were solved according to rate Eq. (1),
except for calcite which was  assumed to be at local equilibrium. The PHREEQC data
corresponds to those used in Pham et al. (2011).  The results of this fully kinetic sim-
ulation were used as benchmark values to compare subsequent simulations with
various degrees of simplifications. (a) smectite, clinochlore, magnetite, and glau-
conite dissolved to completion within ∼100 years providing divalent cations for
secondary carbonate growth; (b) the saturation state of the minerals never reached
v
i
c

t
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n
a
f
g
p

Fig. 4. The effect of quartz growth rates on the formation of dawsonite. (a) For the
base-case (dashed curves) quartz were not allowed to form, and albite stayed stable
close-to-saturation. With quartz allowed to form according to rates estimated from
Rimstidt and Barnes (1980),  silica and albite activities dropped; (b) as quartz started

rium assumption). The kinetic phases were selected as those phases
that were undersaturated for the entire fully kinetic simulations,
and that contributed to the bulk of secondary carbonate formation.
Because dawsonite was  suggested to form at the later stage of the
alues higher than ∼−2 and were therefore independent of the thermodynamic driv-
ng  force (1 − exp(�GR/RT) = 1); and (c) ankerite formed from the release of divalent
ation, aluminium and sodium. Calcite dissolved and released Ca2+ for ankerite.

For this system (low temperature), the fully kinetic simula-
ions support that phases such as magnesite and dolomite can be
eglected as possible secondary phases as proposed in Table 1 (see
lso discussions in Pham et al., 2011). We  also advice that daw-
onite is not included for short-term simulations as this phase has
ot yet been shown to form experimentally at low temperatures in

cidic solutions (see Hellevang et al., 2011 and Kaszuba et al., 2011
or a discussion on the stability of dawsonite). Moreover, although
rowth rate data provided by Rimstidt and Barnes (1980) sup-
ort quartz growth down to low temperatures, the evidence for
to  form, albite got unstable and dissolved. With the increased rate of aluminium
addition to the solution, dawsonite growth accelerated proportionally to the quartz
growth rates, before the system relaxed and rates slowed down close to equilibrium.

quartz-supersaturated solutions at low temperatures are com-
pelling, and we  therefore advice to use chalcedony or amorphous
silica as secondary silica species and reduce quartz growth rates by
orders of magnitude to allow quartz supersaturated solutions. The
runtime for one fully kinetic batch simulation on a single Intel©
Xeon© 2.66 GHz CPU was  typical 2–4 h.

5.2. Semi-kinetic approach

To compare how well the semi-kinetic approach compares to
the fully kinetic simulations, we  used the same system as for
the previous section, but with only chlorite, smectite, glauconite,
albite and magnetite as kinetic phases and the remaining minerals
allowed to dissolve and form at equilibrium (i.e., a local equilib-
Fig. 5. The potential for secondary carbonate formation for a low-temperature sys-
tem  allowing quartz growth according to Rimstidt and Barnes (1980).  We see that
the  quartz growth allows a significant amount of dawsonite to form at the late stage
of  the simulated time.
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Fig. 6. The effect of CO2 pressure on the saturation states of (a) glauconite; (b)
smectite; and (c) chlorite. For the lowest CO2 pressures, glauconite and smectite
approach equilibrium for a brief time before the saturation states drops to far-from-
equilibrium conditions for the remaining simulated times. The simulations suggest
that these three minerals can be treated as far-from-equilibrium phases down to
l
d

1
s
i
i
a
k

undersaturated and the rates become independent of the ther-
ow  CO2 pressures, which allows for further simplifications such as into first-order
ecay equations for large-scale simulations.

0,000 years simulations (Figs. 3–5)  we attempted to include daw-
onite in the equilibrium assemblage. This forced the solution to be
n equilibrium with the primary minerals K-feldspar and kaolin-

te together with dawsonite, and resulted in instantaneous growth
nd a large amount of dawsonite formation compared to the fully
inetic approach. Because no growth or nucleation rate data are
reenhouse Gas Control 15 (2013) 3–15 11

known for dawsonite, the potential for dawsonite to store CO2 is not
known. The fact that dawsonite is thermodynamically stable sug-
gests however that it should be considered as a potential secondary
phase.

To illustrate how well the two  approaches compare, we show
the predicted amount of ankerite that forms and the pH evolu-
tion at 100 and 5 bar (Fig. 7a and b). At 100 bar, after a few years,
the two approaches compare very well for both pH and amount
of ankerite formed (Fig. 7a and c). The deviation is larger for 5 bar,
especially for the predicted amount of ankerite formed (Fig. 7b and
d). At low CO2 pressures, the pH is higher and a larger amount
of ankerite form because pyrite is less stable and more iron is
released and made available. The largest difference between the
semi- and fully kinetic approaches is seen for the first few years.
Whereas the fully kinetic approach does not predict any signifi-
cant carbonate growth as the secondary phases require nucleation
before growth, the local equilibrium assumption predicts instan-
taneous rapid growth (Fig. 7a and b). The deviation between the
two methods are therefore large, and the use of the local equi-
librium assumption to predict secondary carbonate formation for
short time spans should be done with great care (see also Gaus et al.,
2005a). For the long-term predictions (>10 years), although with
some difference especially at low CO2 pressures, the semi kinetic
approach is still suggested to provide a good approximation if the
fully kinetic simulation can not be used. The most important rea-
son for using the simpler semi kinetic approach is to reduce the
run time. For the present simulations, the semi kinetic approach,
using a single Intel© Xeon© 2.66 GHz CPU, used 1–4 seconds for the
full 10,000 years simulations. This is impressive 1800–14,400 times
faster than the full kinetic simulations presented in the previous
section.

5.3. Other approximations

If a ODE solver is not available, or if the system is too complex
to include ODE’s for the mineral reactions, or finally if the timing
of carbonate formation is not important and only information on
the total long-term potential (thousands of years) of mineral car-
bon storage is required, valuable information can be obtained by
using simple hand calculations or simple equilibrium simulations.
Table 4 shows such a simple calculation for ankerite that was shown
in the previous section to be closely approximated by just tak-
ing into account the dissolution of glauconite, chlorite, magnetite,
smectite, and pyrite. In the table the fraction x of the mineral dis-
solved is given, and we see that all minerals dissolve completely,
except for pyrite which only dissolves 10% (Table 4). This value for
maximum pyrite dissolution was  provided from the fully kinetic
simulations. If we  use these values we achieve the same amount of
ankerite formed as for the fully kinetic simulation, i.e., ∼0.48 mol
(Table 4). Calcium is assumed to be unlimited supplied and is hence
not included in the calculations. If we do not have any information
of the extent of pyrite dissolution and we hence assume 100% dis-
solution, the ankerite formation potential is instead limited by the
supply of Mg,  and we achieve ∼0.94 mol  of ankerite formed. If we
also assume that all albite is converted into dawsonite, we obtain a
maximum potential of 0.56 mol  of dawsonite formed. Recalculated
to total mass of CO2 stored per sediment volume (35% porosity; 1 l
aqueous solution; Vsed = 2.86 l), we obtain 82.7 g contribution from
the ankerite and 24.7 g from dawsonite.

Another approximation is to use the semi-kinetic approach,
but replace the ODE’s with first-order decay equations. We  saw
that this is possible when the dissolving minerals are sufficient
modynamic driving force and only dependent on the mass. We
tested this approximation by doing a simple hand calculation where
the dissolution of smectite, chlorite, glauconite, and magnetite
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Fig. 7. Comparison between the semi-kinetic (local equilibrium assumption) and the fully kinetic simulations on the amount of ankerite formed and pH for CO2 pressures of
1 ompa
k th; (b
h quilib

w
f
r
a
d
i
d
i
a
s
c
t
p
a
c

T
T
w
v

00  and 5 bar: (a, c) at 100 bar, after ∼5 years, both moles ankerite formed and pH c
inetic simulation as this simulation mode required nucleation preceding the grow
igher  pH and a corresponding increase in the amount of pyrite dissolved at local e

as defined as first-order decaying minerals using Eq. (5), and
ormation of ankerite was constrained by the amount of iron
eleased. As mentioned in the previous paragraph, to estimate the
mount of ankerite formed we do need to take into account pyrite
issolution. For these calculations we used a constant amount of

ron released from pyrite that corresponded to the approximation
one for the equilibrium calculations in the previous paragraph,

.e., 0.0491 mol. The mineral changes estimated by the semi kinetic
pproach and the hand calculations are shown in Fig. 8. The figure
hows that the dissolution rates of smectite, chlorite, and glau-
onite solved by the ODE solver are nearly perfectly matched by

he hand calculations assuming first-order decay (Fig. 8a). A com-
arison of the two models on the amount of ankerite formed
gain show a good match (Fig. 8b), but with some deviation which
an be explained by a variable amount of pyrite dissolved in the

able 4
he long-term potential of carbonate formation as ankerite using equilibrium calculation
as  dissolved 10% (according to the fully kinetic simulations). The amounts of ankerite f

alue  of 0.48 mol/kgw was estimated from the amount of Fe released (the limiting eleme

Mol/kgw t = 0 �a Fe 

Glauconite 0.1152 1.08 1.01 

Smectite 0.0729 0.7 

Chlorite 0.0354 0 

Pyrite 0.1638 3 

Magnetite 0.0212 3 0 

Sum

a Stoichiometric amount (mol) of metal cations per mole mineral.
b x is fraction of mineral dissolved (1 is assumed totally dissolved, whereas 0.1 means 1
res well between the two models. Before this time, no ankerite formed in the fully
, d) at 5 bar the difference between the two models are larger, mostly caused by a
rium.

semi-kinetic approach, whereas the hand calculations assumed a
constant value. The close match between solving the ODE’s defined
by Eq. (1) and the first-order decay approximation shows that, as
previously suggested, smectite, chlorite, magnetite, and glauconite
are far enough undersaturated so that the rates are independent of
the thermodynamic driving force. Note that caution has to be made
for minerals like feldspars, as the mineral rates may  show depend-
encies on solute activities at constant pH and saturation (e.g.,
Oelkers et al., 1994), and that the mechanisms of dissolution may
vary as a function of saturation and hence give rate dependencies on
the saturation state even at far-from-equilibrium undersaturation

(e.g., Hellmann et al., 2010). However, for now we assume that the
dissolution rates at constant pH for most minerals at far-from equi-
librium undersaturation can be approximated by first-order decay
equations.

s and assuming a complete dissolution of the primary minerals, except pyrite that
ormed assumed an ankerite of composition of CaFe0.6Mg0.4(CO3)2, and a potential
nt in this case).

�a Mg x Dissolvedb Mol  Fe/kgw Mol Mg/kgw

1 0.124 0.116
1.15 1 0.0510 0.0838
5 1 0 0.177
0 0.1 0.0491 0
1 0.0636 0

0.288 0.377

0% has been dissolved).
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Fig. 8. Comparison of the semi-kinetic approach (Eq. (1))  to hand calculations
assuming a first-order decay (Eq. (5)). (a) There is a close match between the semi-
kinetic (curves) and the first-order decay (circles) for dissolution rates of glacuonite,
smectite, chlorite, and magnetite (not shown here) and (b) comparison of ankerite
formation for the two models. The difference between the two models is a conse-
quence of the difference in how pyrite dissolution was  solved. For the semi-kinetic,
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yrite was a local-equilibrium phase and the amount supplied to the solution var-
ed  with time, whereas for the first-order decay model a fixed amount of pyrite was
dded to the solution at t = 0.

. Recommended procedure for modelling long-term
O2–water–rock interactions

To successfully model the effect of long-term CO2–water–rock
nteractions, we suggest to approach the problem in a stepwise

anner, where significant reactions are first identified and the
olution methods and simplifications are then decided on based
n the complexity of the simulations:

Step 1: What reactions are significant? Run 0D batch simulations
of your system using a code such as PHREEQCv2 which is easy
to use, contains comprehensive thermodynamic databases, and
which can incorporate proper kinetic expressions for the minerals.
To get the timing and extent of secondary mineral growth right,
chose a rate equation for growth, such as Eq. (3) that includes a
nucleation rate term. Be aware that the growth rate coefficient is
likely orders of magnitude lower than the dissolution rate coef-
ficient. Because data such as initial fractions of reactive minerals
and kinetic data commonly are uncertain, run sensitivity tests.

Step 2: How do the fully kinetic simulations compare to natural
analogues? The fully kinetic simulations should if possible be com-
pared to data from natural analogues where data such as the length
of CO2 exposure, reaction temperatures, and CO2 pressures are
reenhouse Gas Control 15 (2013) 3–15 13

known (e.g., Gaus et al., 2005b; Jeandel et al., 2010; Pauwels et al.,
2007). Such comparisons will normally be qualitative, but they are
helpful in constraining the kinetic parameters, which the model is
most sensitive on.
Step 3: How can the reaction calculations be simplified? After iden-
tifying the important reactions, simplifications in the methods
(mathematical formulations of the CO2–water–rock interactions)
can be done. How and to what extent the reaction calculations
should be simplified is determined by the capability of the numeri-
cal tool for the given problem. For small-scale 0D to 2D simulations
with simple geometry, it is possible to solve a full set of mineral
reactions constrained by kinetic expressions. Such calculations
(10,000 years simulations) may  take hours for one single batch grid
block. If we allow most phases to be at local equilibrium, the run
time for such simulations can be reduced down to a few seconds.
For basin-scale simulations with complex geometry on the other
hand, we can only expect to be able to solve simple equilibrium
systems and analytical expressions (see Table 1).
Step 4: What is the quality of the simplified calculations? Finally,
if your reaction calculations are simplified, compare your final
results to the fully kinetic ones. This can be challenging in
highly dynamic open real system with variable CO2 pressures
and fluid transport, and requires knowledge on what reactions
are significant for a broad range of CO2 pressures (found during
step 1).

7. Summary and conclusions

Successful modelling of mineral reactions and formation water
changes induced by CO2 injection is challenging for several reasons.
First, quality thermodynamic and kinetic data for some reactions
can be difficult to obtain and it is therefore difficult to choose a
set of primary and secondary phases (and possibly intermediate
phases) that can fully represent the system; second, no single sim-
ple mathematical expression exists that can accurately predict both
dissolution and growth rates; and finally, it may cost too much CPU
time to solve the full set of geochemical reactions for large-scale
reservoir or basin scale simulations.

We showed that when it comes thermodynamic and kinetic
data, the largest difficulty is to obtain parameters for mineral
nucleation and growth. Growth rate data do exist for secondary car-
bonates such as dolomite and magnesite, but the onset of growth
is still hard to predict as few nucleation rate data exist. We  fur-
ther showed that the common way of modelling mineral growth by
extrapolating growth rates from dissolution rate data using tran-
sition state theory and the law of mass action may  lead to high
overpredictions of the growth rates. We have therefore suggested
to define separate mathematical expressions for dissolution and
growth, and to define a nucleation rate term to generate surface
area for the growth of secondary phases.

We finally suggested a stepwise procedure for modelling long-
term CO2–water–rock interactions. The first step in this procedure
was to identify the significant geochemical reactions by solving the
full system of mineral reactions constrained by kinetic expressions,
and further steps were suggested to simplify the system of geo-
chemical reactions to allow reactions to be included in large-scale
reservoir or basin-scale simulations.
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